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The start of the 2020s ushered in a new era of Artificial Intelligence through the rise of Generative Al Large Language Models
(LLMs) such as Chat-GPT. These Al chatbots offer a form of interactive agency by enabling users to ask questions and query
for more information. However, prior research only considers if LLMs have a political bias or agenda, and not how a biased
LLM can impact a user’s opinion and trust. Our study bridges this gap by investigating a scenario where users read online
news articles and then engage with an interactive Al chatbot, where both the news and the Al are biased to hold a particular
stance on a news topic. Interestingly, participants were far more likely to adopt the narrative of a biased chatbot over news
articles with an opposing stance. Participants were also substantially more inclined to adopt the chatbot’s narrative if its
stance aligned with the news—all compared to a control news-article only group. Our findings suggest that the very interactive
agency offered by an Al chatbot significantly enhances its perceived trust and persuasive ability compared to the ‘static’
articles from established news outlets, raising concerns about the potential for Al-driven indoctrination. We outline the
reasons behind this phenomenon and conclude with the implications of biased LLMs for HCI research, as well as the risks of
Generative Al undermining democratic integrity through Al-driven Information Warfare.
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1 INTRODUCTION

As chatbots powered by large language models mature, they are leaving the bounds of their self-contained
applications and being incorporated as a component of larger software applications. Examples include Microsoft
embedding their Copilot Al in Windows and Bing searches [59], and teachers embedding Chat-GPT into their
curriculum [27, 93]. It is easy to imagine a near future in which these tools will be embedded in most everyday
websites and applications. For example, on a recipe page, users can discuss ingredient variations; on a travel
website, users can ask about the culture of the place being described; on a film reviews aggregator, users can ask
about other works by the same director. In this paper, we explore one such future that is quickly becoming a
reality—one in which news articles come with a chatbot for users to learn more about the topic after reading the
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article—which we call chatbot-augmented news. In particular, we investigate how the stance of the chatbot can
influence users’ opinions relative to the proposition being discussed in the article.

Imperatively, news agencies such as CNN and Tars already offer early forms of chatbot-augmented news
where readers can ask a chatbot questions about the news topic and the article itself [58, 87], but this can be rife
with ethical issues. For instance, in early 2024, there was a debate in the United States on whether to continue
funding military aid for Ukraine to the level of $61 billion (a topic explored in this study) [22]. If the user were
to query a chatbot for information or advice on this issue, should the Al provide information and respond in
favour or against the aid, and how so? It is not unreasonable to consider that a news agency’s chatbot may want
to avoid contradicting or opposing the stance of their news article or their political belief for partisan media
outlets. Conversely, users might consult their own preferred chatbots to get a different perspective on the issue.
The balance of opinions contained in the chatbot’s response would then become its stance, which may include
one-sided ‘biased’ information. Importantly, news chatbots are indifferent to human journalists, with risks of
influence by nation states, corporations, and motivated individuals to manipulate public opinion and indoctrinate
the audience [26, 36, 62]. This risk is amplified when considering how easy it is to bias achatbot through prompt
injection (i.e., appending specific instructions that override users’ instructions to ensure that it conveys the
opinion desired by the developer).

While prior work identifies the presence of bias in existing LLMs [24, 29, 62, 66], the indoctrinating capability
and extent that such bias can have in human-chatbot interaction are unknown. In this study, we investigate the
persuasiveness of chatbot-augmented news in influencing a person’s opinion about the topic of a news article
and their trust in the article. We do so by manipulating the stance of the news article (for or against a proposition)
and the stance of the chatbot (for or against the same proposition or.no chatbot).

Our primary focus investigates if users are more or less likely to co-opt narratives from traditional news
articles or a biased Al language model when considering a potential solution to a current events issue. We define
bias in this study as the deliberate approach of pushing a specific stance through one-sided information and
opinions. Our study also targets the concept of ideological congruence—the situation where the news articles’
one-sided stance matches the stance of the Al chatbot. When the chatbot and the news articles hold opposing
stances on a political issue, we call this an incongruent relationship. The aim is to identify if users experience a
greater degree of opinion change and trust with an Al news chatbot over the news articles, as well as whether a
congruent Al enhances the trust and persuasiveness of the news articles itself.

We conducted a 100-person study across four news topics. We consider the real-world scenario of reading a
news article and searching for more information on the topic from an Al chatbot akin to using Microsoft Bing’s
Copilot Al [59], or other existing news chatbots [58, 87]. For each topic, participants first read news articles with
a specific stance (as annotated by Ground News [34]). Thereafter, participants interacted with a news chatbot to
ask questions and seek additional information about the news topic (except in the control ‘No AT’ condition).
Akin to the one-sided news articles, the GPT-4 language model news chatbots held a stance that either supported
or opposed the news topic. These stances were not revealed until after the study in a post-manipulation study
debrief.

Our study considers the following questions:

RQ1: To what extent does the stance of the chatbot influence the user’s opinion about an article’s proposition
in the context of chatbot-augmented news?

— We operationalise the user’s opinion through their agreement with the proposition discussed on
the news article, as measured on a 7-pt Likert scale (e.g., “TikTok should be banned”) administered
before and after engaging in the chatbot-augmented news experience.

RQ2: How does interacting with a biased chatbot impact the user’s trust and perceived persuasiveness of the
online news articles?
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— We measure trust and perceived persuasiveness after exposure to the chatbot-augmented news
via the Perceived Persuasiveness Scale (PPS)—a three-scale validated instrument that measures the
user’s Trust and their Opinion on the medium and how they believe it would influence their peers
(‘Capability to influence others’).

— We measure the effect of the congruence of stance between the chatbot and the article relative to a
control condition without the chatbot.

Our findings highlight a concerning trend in which the participants trusted and adopted the narrative of the Al
over the news articles, where participants were more likely to trust the interactive Al more than the static news
articles overall, and were more likely to adopt the AI’s stance over news articles with an opposing/incongruent
stance. Our findings also highlight that when an AI chatbot holds the same stance as'a news article
(congruent), it boosts the perceived persuasiveness of the news articles and makes them appear more
trustworthy, as well as made the participants more likely to agree with the chatbot’s stance. However, we
found this effect to be unidirectional, in that the news articles’ stance did not impact the user’s trust, opinion,
or perceived persuasion of the Al This suggests that the Al had a more significant indoctrinating effect
than the news articles. In addition, we identified that users’ dispositional trust (Propensity to Trust autonomous
systems) was a significant mitigating factor in their opinion change, and trust in the Al chatbot. Specifically, the
influence of the AI’s biased stance was less pronounced when users were more sceptical of Al systems
prior to the experiment.

Our findings have three significant and critical implications for Al development due to the risks a biased Al
poses to media and democratic integrity.

First, our mixed-methods analysis highlights the disproportionate trust in, and persuasiveness of, interactive
chatbots in swaying opinions over traditional news media. Our findings that Generative Al news chatbots
were more persuasive and trusted than news articles raise the alarm on the potential of manipulating Al for
ideological indoctrination. Thus, this study improves our understanding of the capability and risks of Al as a tool
for psychological warfare to undermine media trust and democratic integrity [4, 16].

Second, the indoctrination risks of Al also impact Human-Computer Interaction (HCI) research through our
findings that scepticism in Al overall can reduce the influence of the AI’s bias. This reaffirms the increasing
over-reliance on Al and the need for ‘Al digital literacy’ through teaching the application of critical thinking
skills towards interactive chatbot-augmented media.

Third, our qualitative findings highlight the utility of Al as an accessible tool for news consumption. Participants
prefer the chatbot’s summarisation capabilities and personalised responses to their questions over having to sift
through the news for relevant information.

We then conclude with the areas for future work for researchers, industry, and government in identifying and
countering the risks of Al-driven indoctrination and psychological manipulation.

2 RELATED WORK

Prior work in news bias focuses on the psychological processes and recent shifts towards a more divided and
polarised media environment, while prior research on Al bias largely targets the presence but not the impact of
bias in AL In the following sections, we overview the existing research on news bias, HCI research on trust in,
and over-reliance of, Al systems, and discuss existing research on how Generative Al chatbots can perpetuate
these biases.

2.1 The Psychology and Exploitation of Media Bias

In recent years the media consumption landscape underwent significant changes, leading to a widening ideological
divide in society. Boxell et al. identified that the rise of online media with its ‘clickbait’ culture to improve revenue
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outcomes contributed to the affective polarisation of news media in the United States over the past decade [6].
This political polarisation in the United States reflects the expansion of ‘in and out-group’ dynamics, with the
Pew Research Center identifying that the agreement between political voters has consistently decreased since
1994 [71, 72).

The effectiveness of news bias in manipulating audience opinion builds upon human behavioural psychology.
News headlines can capture attention through ‘System 1’ thinking—the fast, automatic, and instinctual information
processing that captures the reader’s attention [45]. However, news agencies must balance quick, instinctual
reactions with long-term consistent engagement through concerted, analytical ‘System 2’ thinking, such as
engaging in political commentary and analysis on topics. Strategies to drive engagement may also include
leveraging human biases such as loss aversion and the mantra that ‘bad news sells’—contributing to a rise in
narcissism and fatalistic outlooks, particularly in online youth [42, 75].

While preconceived biases instigate quick reactive System 1 thinking [45], bias can also be illicit and implicit
through strategies such as astroturfing, or relying on nudge theory—aiming to manipulate a reader’s trust and
opinion towards the news agenda. Specifically, nudge theory consists of subtle and indirect placement of stories,
framing of the debate, and creating a sense of urgency to manipulate the presentation of choices to resolve an
issue (known as the ‘Choice Architecture’ [88]). The aim of nudge theory in the news is to enable readers to think
that they are coming to their own conclusions based on the biased or skewed choices and talking points offered,
rather than the news pushing for an open and explicit agenda [92].

However, these biases and behaviour-driven strategies are not necessarily malicious. The utility of diverse
media enables social change through highlighting activist movements; with social media and online journalism
enabling non-state actors to garner support and propagate messages. As such, trust and credibility are significant
factors for news believability. Jahanbakhsh et al. identified three dimensions that characterise the believability of
news media: expertise/competence (how knowledgeable the source appears), trustworthiness, and goodwill (whether
the media has the user’s best interests at heart) [40].. Moreover, prior work highlights that decentralised news
sources such as the community-led Wikipedia have greater credibility than news agencies due to Wikipedia’s
sense of peer-vetted, democratic, and community-driven approach to information governance [11, 40]. Though
models such as Chat-GPT aggregate information from multiple sources as a decentralised information source,
it is not known how the perception of Al as a news source influences political opinion-making compared to
human-driven news agencies.

Thus, our study investigates a real-world scenario where participants engage with both traditional news articles
and an interactive Al chatbot to learn about news topics. We aim to understand how human-AlI interaction
influences trust and persuasion compared to traditional ‘read-only’ news articles. By contrasting these dynamics,
we aim to contribute to the ongoing discourse on the role of Al in news dissemination and its implications for
public trust and opinions.

2.2 Susceptibility to Biases in Human-Al Interaction

While bias is not manifestly bad, understanding the sources, perspective, and motives of a news source is important
for independent thinking. When a user reads a biased news source, they can raise their own questions—such as
‘what is the news not telling me?’, ‘what is their motive?’, and ‘is the source verifiable?’—through critical thinking,
and then seek additional missing information from other sources. One such strategy is to pose their uncertainties
and questions to a chatbot. Thus, LLMs offer a new avenue for comprehensive ‘news intake’ via interactive
chatbots over traditional written news media. However, as Als are products of their environment—their trained
data, implicit biases, and motives of the Al company behind the product—there is a risk of subtle or deliberate
ideological indoctrination through Chat-GPT-like models similar to biased news media outlets. Bias in Human-AI
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interaction can come in two forms: human-centric biases when interacting with autonomous systems, and the
inherent biases of the model output stemming from its architecture and training data.

2.2.1 Trust and Overreliance in Autonomous Systems.

Deutsch and Gerard highlighted two forms of conformity: informational conformity, where people conform due
to their own uncertainty caused by a lack of conviction or knowledge on the subject; and normative conformity,
also known as peer pressure [23]. In the context of Human-AlI interaction, normative conformity might arise
if an Al consistently promotes the same viewpoint as the news, which could enhance the persuasive effect of
shared ideological congruence. However, normative conformity would not apply when an Al chatbot opposed the
stance of the news. Thus, news and Al predominantly rely on informational conformity due to their presentation
of knowledge and analysis on a topic. Riva et al. identified that the conformity towards an autonomous and
perceived ‘objective’ Al was stronger than a human audience [76].

Normative ‘social’ conformity can also be a significant influence in human behaviour. Dating from Asch’s
social conformity research, people are more likely to an agree to an incorrect belief if they see that a wider
group believes it [1]. Liel and Zalmanson extended Asch’s findings in the Al-reliance space through testing Al
models which provided false recommendations that were stylised to appear from either an Al-algorithm or from
a crowd-sourced group. Interestingly, they observed that participants were approximately twice as likely to
conform to an AI's recommendation than a crowd-sourced group (19.0% versus 10.8%; p=0.02) [53]. Likewise,
time pressure can also heighten a user’s risk of accepting an erroneous AI's recommendation [41, 53].

Further, Pataranutaporn et al. identified that participants perceptions on a Al chatbot’s motives and intents
influenced their perceptions of the AI's trustworthiness, anthropomorphic ‘human-like’ empathy, and effective-
ness [69]. Whereby, if the user believes that the Al has a manipulative ulterior motive, then they are unlikely to
conform to its beliefs or support its decisions [69]. In our study we explore how the public perceives the motives
and intent of an analytical autonomous news chatbot compared to the documented partisan emotive news culture
in the US [32, 36, 44, 63, 85].

Recent developments such as GPT-4 enables a new avenue for human-AlI collaboration through creative
assistants—in areas such as our prior work in creating solutions and resolving online conflicts [32], and Guo et al.
approach of using Al to help creative and collaborative ideation for brainstorming [35]. In particular, Jakesch et
al. identified that users of Al-powered writing assistants did not report that their assistant improved their idea’s
quality and perception of their writing assistant’s value alignment [41]. However, users who utilised a biased
writing assistant wrote arguments which mimicked the AI’s ideas in their brainstormed solutions. Hence, this
research introduces the risks of Al recommendations subtly skewing user ideation and behaviour, which is of
particular concern given the rise of Al auto-complete writing tools such as Microsoft Outlook’s predictive text
and Google’s Smart Compose. Whereby, one could envision that vested interests or malicious actors may skew
Al assistants to manipulate human behaviour—a concern also raised by Feldman et al. with regards to espionage
via malicious email writing assistants manipulating human relationships [28].

Likewise, trust in automation can influence human decision-making due to a perception of intelligence [84].
Prior work also considers how to measure dispositional trust and scepticism in human-Al interaction, such as the
Trust in Automation (TiA) scale [49]. In this work, we also target the question of whether one’s Propensity to
Trust autonomous systems influences a user’s political ideation and indoctrination, particularly in the case where
an Al opposes the stance of the presented news articles.

2.2.2 Biases between Human-written News Articles vs. Automated and Machine-attributed Articles.

The rise of automated and aggregated news media, such as via Google News or Microsoft’s MSN pages, offers a
new mechanism for news ingestion—machine attributed news. Sharma et al. identified that generative Al search
engines can reinforce a user’s political bias by offering an echo chamber effect where biased results reinforce
one’s political bias [82]—similar to the risks of algorithmic radicalisation rabbit holes found in Search Engine
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Optimisation research on search engines [24, 30, 66], and on multimedia platforms such as on X and TikTok [30],
and YouTube [51].

Algorithms can be perceived as more objective than humans, whereby Wu identified that news readers
perceived that machine-created/attributed news articles were more objective and credible than those created by
human journalists [94]. However, research on the effect of the interactivity afforded by recent chatbot-augmented
news is nascent—thus, if humans perceive machines as more credible than human actors, then will an interactive
chatbot hold up compared to a static piece of news? Moreover, we build on this research by investigating whether
an automated program (i.e., our chatbot) who opposes a news article is considered more credible and persuasive
than a human-generated news article. We target human-written news articles supplemented with a virtual
chatbot as opposed to an all synthetic approach to mimic existing chatbot-augmented news approaches [58, 87].
Likewise, human journalism is still necessary given that automated news aggregators simply summarise/aggregate
human-written news articles.

2.2.3 Biases within Generative Al Language Models.

Nascent research on Al language model bias highlights implicit political tendencies in Large Language Models
(LLMs). For instance, models such as Chat-GPT frequently respond with a centre-left bias based on their responses
to social and economic topics [29, 62], while Meta’s LLaMa model often exhibit a centre-right leaning [29].

The propriety ‘black box’ nature of closed-source language models means that developers could obscure or
mould the political opinions of an AI model. This can include justifiable self-censorship to prevent illegal or
offensive responses [31, 65]. The cost and scale of current large language models are also infeasible for independent
users, often requiring funding of governments or companies, who may have their own positive or malicious
motives to manipulate an AI’s logic or thinking to push a vested political or economic agenda. This precedent
is not novel, as seen in the politicisation of search engine optimisation by companies to promote sponsored
products [24], censoring inappropriate or offensive LLM responses [83], or for political censorship to obfuscate
politically damaging material [66].

Thus, our study design considers a unique adversarial approach which aims to deliberately bias a chatbot
model to understand the risks and threats of Al-driven indoctrination. While prior work considers the potential
to manipulate models to make controversial decisions through jailbreaking [83], the impact on society of Al
indoctrination remains speculative. Unlike misinformation studies where the user must respond to an AI’s
decision, our study considers a form of faux-agency, where users believe they have the freedom to explore
additional information after reading the news articles but the information and analysis are restricted to push a
pro or anti news topic stance.

3 METHOD

The key objective of this study is to examine the influence of chatbot-augmented news vs. traditional news
articles with regards to user’s opinions. This study also examines how the congruence of the stances put forward
by the article and the chatbot impacts users’ trust and opinion of the chatbot and the news articles. Here we
outline the experimental design and methods for collecting biased news articles and developing ideologically
biased GPT-4 LLM responses.

3.1 Topic and News Selection

We explore the use case of reading news articles followed by a discussion with a chatbot as a vehicle to learn
more information about current events. Our study employs a 2x3 experimental design, in which we manipulate
the stance of the News (articles that either solely oppose or support a proposition on the news topic) and of
the Al-chatbot (supporting or opposing the topic, or a control case without a chatbot). We designed the Al to
never explicitly support or oppose the news articles themselves rather, it supports or opposes the proposition
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behind the news topic (e.g., “TikTok should be banned” where the pro-stance is that it should be banned, and
the anti-stance being that it should not be banned). Our study covered four topics, resulting in 2 X 3 X 4 = 24
combinations. We chose topics covering health (to cover high-stakes issues on human and environmental health),
war and foreign affairs (to test the risks of Al being used for state-based psychological operations), social media
(which is of interest given the conflict of interest with social media companies such as Meta having their own Al
LLMs [60]), and the environment (which highlights a partisan ‘at home’ issue relevant specifically to the United
States participants).

Each participant saw each of the four news topics with at least one congruent, incongruent, and control (no
Al) combination of stances—accounting for topic and presentation order. To simulate a real news exploration
exercise, we did not disclose the intended stance or original source for the news or AL

(1) FUKU Topic—News regarding the proposed discharge of treated radioactive water from the Fukushima
Daiichi Nuclear Power Plant into the Pacific Ocean:
(a) Pro stance: Supports the discharge of treated water into the Pacific Ocean as planned, citing that
the water is safe for controlled release (Japanese government and IAEA stance [38]).
(b) Anti stance: Opposes the discharge of treated water into the Pacific Ocean, citing that the water
is unsafe and should remain stored on site (stance shared by fishing industries and states such as
China [57]).
(2) UKR Topic—News regarding the Russia-Ukraine War and the proposed $61 billion in additional military
aid for Ukraine:
(a) Pro stance: Supports the $61 billion of military aid as negotiated in late-2023/early-2024 (NATO and
Pro-Ukraine stance [22]).
(b) Anti stance: Opposes funding the military aid, instead focusing on domestic infrastructure issues.
(3) TOK Topic—News regarding the discussion around the United States Federal and/or State governments
banning the social media platform TikTok:
(a) Pro stance: Supports the ban on TikTok by the US government based on national security concerns.
(b) Anti stance: Opposes this ban on TikTok.
(4) GND Topic—News regarding the discussion around the United States Green New Deal environmental
(climate change) and economic transformation proposal:
(a) Pro stance: Supports the United States Green New Deal plan, as proposed and sponsored by Rep.
Alexandria Ocasio-Cortez and Sen. Ed Markey during the 116th United States Congress [81].
(b) Anti stance: Opposes passing the Green New Deal in the United States.

We collected 16 news articles (2 for each news topic and pro/anti pairing) using the Non-Government Or-
ganisation and news bias annotation service, Ground News [34]. which offers independent annotation of news
agencies-and organisations by their political leaning and factuality (from low, mixed, and high). Prior HCI work
that leveraged Ground News to annotate data includes work on developing browser extensions to recommend
news articles from different ideological stances [70] and exposing users to opposing news information to measure
changes in their opinion [8].

We selected the news articles that had a partisan pro or anti-topic stance as annotated by Ground News. We
excluded any ‘low’ factuality opinionated news articles as these tend to stem from tabloids or non-mainstream
articles. All of the news articles collected were not behind a paywall.

We replaced all references to the news agencies and presenters in the article with <news agency> and <news
reporter> to mitigate the effect of prior perceptions of the source of the news [39, 40, 67]. All hyperlinks and
images were removed to ensure a fair comparison of textual news articles with a textual chatbot. We assumed a
reading speed similar to prior work at a rate of 350 words per minute [74, 90, 95]. Thus, the total word count of
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each news article did not deviate more than 25% word count to ensure an approximately equal degree of analysis
and reading time and to maintain consistency across our experimental stimuli.

Pro-Ukraine Aid Anti-Ukraine Aid

Injected Prompt: You are a formal news assistant chatbot who... <Instruction>, <Biased Belief>, | _ Injected Prompt: You are a formal news assistant chatbot who... <Instruction>, <Biased Belief>,
<Moral Guiding>, <Counterfactual protection>, <leak/disclosure protection>, <prompt length> <Moral Guiding>, <Counterfactual protection>, <leak/disclosure protection>, <prompt length>

User: will the 61 billion affect the User: will the 61 billion affect the
American economy? American economy?

e

News-bot: In the context of the U.S. federal budget, this amount must be "

- s . Ukraine could have significant implications for the American economy

viewed within the broader scope of overall spending. For the fiscal year For instance, a report by the American Society of Civil Engineers (2021)
2024, the U.S. government's budget was approximately $6.8 trillion, with . P Y Y 8

highlighted a $2.59 trillion gap in U.S. infrastructure funding over the next
defense spending accounting for about $842 billion of that total. A study se ¢ . 8ap . 5
decade, suggesting an urgent need for substantial investments...
from the RAND Corporation emphasizes that unchecked aggression could (s N .
™ [with the aid having] an average cost of approximately $184.29 per
destabilize Europe, a critical trading partner for the United States, S
. N . . American. Given current economic challenges, including inflation and
potentially leading to severe economic repercussions worldwide (RAND

: . infrastructure needs, prioritizing domestic investment over foreign
Corporation, 2022)... [inaction] could have far-reaching economic . .
. " military assistance might yield more sustainable economic benefits for
implications, including for the U.S. economy.

the United States.
User: why did russia invade? User: why did russia invade?.
News-bot: Russia's invasion of Ukraine in February 2022 can be\

attributed to a complex mix of historical, political, and strategic reasons.
According to a variety of sources, one significant factor is Russia's desire
to prevent Ukraine from moving closer to Western institutions like NATO
and the European Union, which Moscow perceives as a threat to its
sphere of influence (Council on Foreign Relations, 2022).

News-bot: The proposed $61 billion allocation for military assistance to

News-bot: Russia's invasion of Ukraine, initiated in February 2022, can
be attributed to a myriad of factors including geopolitical ambitions,
security concerns, and historical claims. President Vladimir Putin has

also articulated a view of Ukraine as historically inseparable from Russia,
dismissing Ukraine's distinct national identity and sovereignty. These
motivations are outlined in his July 2021 article, emphasizing a shared
history and culture as justification for the incursion.

Additionally, the Brookings Institution (April 2022) elaborates on Russia's
long-standing narrative of protecting Russian-speaking minorities in
Eastern Ukraine as a pretext for its actions. This multifaceted rationale
underscores the geopolitical complexity surrounding the invasion and

reflects the broader tensions between Russia, Ukraine, and Western

nations. /

Fig. 1. Example chat output from the Ukraine military aid pro-stance chatbot (left), and the anti-stance/against-military-aid
chatbot (right), whereby the Injected Prompt is hidden from the user and prepended to the chat history.

Furthermore, studies such as those by the Royal United Services Institute
(RUSI) highlight Russia's strategic goal to reassert its dominance in the
post-Soviet space and counter what it sees as Western encroachment.
The invasion represents a broader challenge to the international order,

aiming to overturn the security and democratic foundations in Europe

and beyond

3.2 LLM Design and Biasing Strategy

We implemented an iterative and incremental prompt-tuning approach utilised in prior work on guiding LLM
models to adopt specific strategies and opinions—such as for online mediators utilising psychological strate-
gies [32], and for replicating social media speech [31]. This approach involves a unit-testing design with test-case
prompts, which should consistently create biased responses without leaking its instructions or intent.

In this study, the participant’s prompts to the Al were submitted to the ‘gpt-4-0125-preview’ model API hosted
on a serverless AWS lambda instance, with code surreptitiously injecting the biased instruction prompt prior to
their question (alongside the prior chat history) as visualised in Figure 1. For example, if the user asked, “Why
did Russia invade?”, we prepended their chat history and an instruction prompt based on their topic and stance
combination, such as ‘UKR_anti’ to denote an Al chatbot on the Ukraine military aid topic with an anti-aid stance.

The prepended prompt follows this structure based on our tuning techniques:

e Instruction: “You are a news assistant chatbot who..”
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e Belief/Bias: “You strongly believe that..”
e Moral Guiding: an in-house approach which re-frames the argument to avoid the Al rejecting the prompt,
and to ensure a consistent bias on controversial topics. We obfuscate this approach for Al safety.
e Anti-repetition and Source Diversity: “Give diverse and different sources and statistics..”
— Performed in addition to probability and frequency penalty parameters to avoid repetition.
e Counterfactual Protection: “If you have to give information supporting/opposing... counter it with
statistics and cited evidence why it would be against the user’s interests.”
o Leak/Disclosure Protection: “Do not say “my view is”, but heavily imply it based on your choice of
evidence.” (Bias subtlety),
e Prompt Length: “Limit your response to under 150 words for simple questions and up to 200 words for
more elaborate questions.”
— Value given based on average paragraph lengths of the news articles, and to strike a balance between
information and processing time as GPT-4 takes ~10-15 seconds for up to 200 word responses.
- Responses are not a hard limit, some responses may be low for questions (e.g., “what is the cost of
X”), while others may be up to ~200 words based on GPT-4’s intuition.

We developed prompt ‘unit test’ cases and pilot studies for each of the above categories to ensure any prompt
alterations did not cause regressions to other categories, such as refusing to respond to questions or leaking the
instruction prompt/agenda. We also verify our chatbots by monitoring the chat logs to ensure that our chatbots
reflect their programmed bias. We note that our prompt-jailbreak approach used in prior work continues to
generate consistent biased results for the current GPT-4 model per our pilots and unit tests [32].

We presented the chatbot to the participants after they read introductory news articles to replicate the
information-seeking process of ‘reading a news article and seeking more information’ similar to googling a topic
after hearing or reading about it in the news. This approach mimics similar news chatbot approaches used by the
CNN Facebook bot [58], as well as Microsoft’s Copilot Al's use as a ‘search engine’ for explaining webpages and
news [59].

Our approach considers a chatbot after the news article to replicate existing approaches where a chatbot is
present as a tool to help summarise or find out more from a news article (seen in the CNN and Tars implementa-
tions). We also utilise this design as there would need to be a trigger/catalyst for a news reader to want to engage
with a chatbot—if they want to figure out more about a news event, they would at least need to be partially aware
of such event through a headline/article (akin to going to Wikipedia for more information after reading a news
story).

3.3 Measures

We operationalise RQ1’s topic opinion and RQ2’s focus on the trust and influence of the news and Al through
quantitative measures and open-ended qualitative questions. In particular, we leveraged the 5-point Perceived
Persuasiveness Scale (PPS) due to its consistent results when repeated on the same individual at different times
(i.e., high test-retest reliability), alongside PPS’s questions that address opinion changes, trust and trustworthiness,
and influence.which matches psychological theory (internal consistency) [91].

e Opinion on the topic 7-point Likert agreement scale: asked before reading the news/interacting with
the Al and afterwards:
- e.g.,, ‘I support discharging the treated Fukushima nuclear power plant water into the Pacific Ocean
over storing it onsite.” (1-Strongly Disagree, 7-Strongly Agree).
e PPS Opinion on the News Articles, and Opinion of the AI Chatbot’s responses:
— An average score of three 5-point Likert scales, as validated in prior work [91].
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Fig. 2. The experimental flow of our study—covering demographic, predictor and pre-test questions in Stage A, the main
news reading task, and (if applicable) Al interaction task in Stage B, and the post-information reflection quantitative and
qualitative responses in Stage C; with Stages B-C repeated across the four-news topics (with each pro/anti/control case
tested at least once per participant).

— This scale represents participants’ self-reported persuasion of the Al or News on themselves—
compared to their perception of persuasion on others for PPS Capability, or opinion on the news topic
itself (RQ1).

% The <Al / News> information will cause changes in my opinion.
% The <Al / News> information causes me to make some changes in my behaviour/beliefs.
* After <reading the news / interacting with the Al>, I will make changes in my attitude on the
topic.
e PPS Trust of the News Articles,and Trust of the AI Chatbot’s responses:
— Average of three 5-point Likert scales below, adapted to match the PPS scale:

* The <Al'/ News> was accurate.
# The <Al / News> was trustworthy.
* I believe the <Al / News> to be true.

e PPS ‘Capability to Influence Others’ of the News Articles, and separately for the AI Chatbot’s responses:

— PPS Capability reflects the participants’ rating on how effective they believe that the intervention
would be to influence others.

— Average based on the following three 5-point Likert scales:

* The <AI'/ News> has the potential to change the views of others.
* The <Al / News> has the potential to influence the views of others.
* The <Al / News> has the potential to persuade others.
e Qualitative open-ended questions:
- Did the news articles impact your opinion on the topic? If so, in what way?
(Below are the Al-specific questions, not applicable to the no-Al/news-only control case)
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— Did the AI impact your opinion on the topic? If so, in what ways?
— Please write your thoughts on learning on the topic via the Interactive Al vs. the written news
articles.

3.4 Procedure

We determined our sample size based on a power analysis assuming a power of 0.8 and a medium effect size 2 of
0.15 derived from previous psychological research on the effects of news bias on opinion making [17, 32, 48, 55, 80].
We utilise five predictors for our Cumulative Link Mixed Model approach for quantitative analysis—measuring the
Independent Variables of education, initial political opinion on the topic (1-7 Likert agreement score), confidence
on their knowledge on the news topic (1-7 Likert to indicate their perceived knowledge/familiarity of the topic),
the news articles’ stance (pro or anti the news proposition), and chatbot stance (pro, anti, or control ‘no chatbot’)
condition. We utilise these five predictors across the following Dependent Variables: participants final political
opinion on the news topic (RQ1); their trust of the news articles, and their trust in their chatbot (RQ2); and their
perceived persuasiveness of the news articles, and their perceived persuasiveness of their chatbot (RQ3). Given
these five tested predictors, effect size of 0.15, power of 0.8, and error probability (alpha) of 0.05, we require a
minimum required sample size of 92 for statistical power for our Generalised Linear Mixed Models approach,
which we exceed in our 100-person sample.

We deployed our survey through the crowdsourcing platform Prolific, recruiting participants located in the
United States (given the chosen topics) with a minimum approval rate of 98%. We balanced our sample in terms
of gender and political orientation via Prolific filters. We specifically did not request participants to identify or
specify their political leaning in the survey itself to avoid priming them to consider political affiliations or biases.
We recruited only first-language English speakers as our assumptions on news reading speed was based on prior
work that only considered fluent English speakers [54,.74].

Our survey consisted of multiple sections across a 45-minute experiment as visualised in Figure 2. Our
experiment was approved by our university’s Human Ethics Committee.

Stage A consisted of collecting participants’ initial opinion and self-reported knowledge on the news topics,
education level, and Trust in Automation (Propensity to Trust) subscale score. This was accompanied by a plain
language statement explaining that the participant would read news and interact with an Al to learn about the
topic.

In Stage B, we assigned the participant to a news topic allocation with the biased stance of the news articles
(pro or anti topic) and separately for the Al’s stance (pro, anti, or control/not-present).

Participants were given 3.5 minutes to read the news stories based on read speed criteria defined in Section 3.1.
Thereafter, participants with an assigned Al stance of either pro or anti (not control) had 5 minutes to interact
with the AI chatbot. We derived the increased time as follows: 30 seconds of ideation to question the Al 3:30
minutes of reading time (akin to the news), 45 seconds of total typing or ideating for questioning the Al and 45
seconds for the Al to process the queried questions and respond to the user. The latter two values have been
derived from pilot testing, which indicated an average GPT-4 response time of 10-15 seconds per query and an
average of 4 question-response pairs per interaction on the topic. The chatbot’s prompts and parameters ensured
that the responses would offer answers with cited evidence in favour of its programmed pro/anti-topic bias—with
open-ended responses containing evidence, analysis, and commentary for up to 200 words. Participants must
ask a minimum of 3 questions to proceed, as waiting five minutes without a response would not subject them
to the chatbot intervention. Our prompts also force the chatbot to avoid it claiming to have its own ‘personal
opinion’, instead just providing positive or negative information and analysis/commentary on the cherrypicked
data to influence the reader (Section 3.2, counterfactual and disclosure protection, where the chatbot will counter
claims/information that opposes its view).
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After reading the news with or without the Al interaction element, the participant completed the quantitative
topic post-intervention opinion and PPS ‘Trust’, ‘Opinion’, and ‘Capability to Influence Others’ scales for the news
articles, and separately for the Al chatbot; alongside the qualitative open-ended written responses collected in
Stage C.

The participant then repeated Stages B and C for each of the four topics. We made sure that each participant
experienced at least one case where the stances of the news articles and the chatbot were aligned (congruent)
and one where they were not aligned (incongruent), as well as a control condition without the chatbot. We also
counterbalanced the news stances, chatbot stances, and order that the topics were presented to the participant to
account for the possibility that a prior news topic/chatbot experience may impact a future topic.

Afterwards, the participant concluded the study with a debrief document highlighting the bias of the news
articles and the Al models in the study, as well as additional information on the topics.

4 RESULTS

In this section, we outline the quantitative measures consisting of the participants’ final opinion on the news
topic before and after the news (with or without Al), as well as their Trust, Opinion, and ‘Capability to influence
others’ PPS scales. We utilise a mixed-methods approach with linear mixed models to account for our predictors
and population variance. We also outline the perceptions and mindset of our participants regarding the influence
of the news articles and the chatbot through our qualitative analysis subsections.

4.1 Quantitative Analysis and Findings

We utilise Cumulative Link Mixed-Models (CLMM) to model RQ1’s ordinal final opinion Likert scale. We consider
the interaction effect between the news’ stance and the AI’s stance to capture the direction of opinion change
towards the anti (lower Likert value in the 1-to-7 RQ1 opinion Likert scale) and pro stance (higher towards 7
value). For RQ2’s trust and persuasion scales, we utilise Generalised Linear Mixed Models (GLMM) using the
identity link function to model the numeric PPS Opinion, Trust, and ‘Capability to Influence Others’ scales used
on the news, and Al models respectively. We measure the interaction effect of news stance and Al stance as a
trinomial ‘congruent (supports the news’ stance)’; ‘incongruent (Al opposes the news’ stance)’ and ‘control (no
AlY’ variable for the PPS scale—as directionality of opinion change is not relevant unlike RQ1’s topic opinion
shifts. Whereby, we would expect trust of the news articles to improve with a congruent Al regardless of whether
the news/AI are pushing for the pro or anti stance.

We measured the effect size of our overall topic opinion change and PPS Opinion, Trust, and Capability scales
through the Estimated Marginal Means difference from our mixed-models. Emmeans are useful to represent
the wider population as they account for each of the predictor variables in the GLMM as opposed to the raw
sample means. We provide effect sizes of Cohen’s d for our emmeans and logit-link function CLMMs, and
standardised effect sizes for the Gaussian GLMMs. We also computed the Variance Inflation Factors (VIF) to
check for multicollinearity. Our models indicate a lack of linear dependency among the independent variables as
all VIFs for the models below were below 5 [73].

4.1.1 RQI—User opinion change between Al and News.
Figure 3 outlines the statistically significant emmeans difference between news and Al stance combinations from
our CLMM model. In cases where the Al agrees with the news (congruent), we observe a significant shift in their
opinion towards the polarising stances (f = 2.384, SE = 0.358, p<0.01). Thus, we would expect someone with
an initial pre-intervention topic stance of 5/7 (indicating slight agreement with the topic, such as supporting
military aid for Ukraine) to shift towards 3/7 (indicating slight disagreement towards the support for Ukraine).
Likewise, we observe that the Al effectively overrides the opinion of the news, whereby participants exposed
to the control anti-stance News articles had approximately equal emmeans ranges to a pro-stance news articles
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with an opposing anti-stance Al (and vice-versa). This highlights the role of the AI’s persuasive indoctrinating
effect whereby users co-adopted the beliefs of the Al over the opposing beliefs of the news—demonstrating that
the Al chatbot’s interactive agency is more persuasive in changing participants minds on the topic than the news.

Moreover, participants exposed to an incongruent chatbot were 1.7 times more likely to have a final opinion that
sided with the AT’s stance over the opposing stance news articles. Conversely, a congruent chatbot enhanced the
amount of opinion change compared to just the news articles alone, with participants exposed to the congruent
news and Al 2.52 times more likely to change their mind towards the shared Al/News stance compared to just
the news articles alone. Figure 4 highlights the opinion overriding effect of the Al over the news.
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Fig. 3. Estimated Marginal Means (emmeans) of the change in participant’s stance on the topic after the intervention (values

represent the mean Likert value swing in their 1-7pt final topic opinion response).
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Significant predictors included their initial opinion, and their Trust in Automation value—with low TiA
moderately reducing the AI’s indoctrinating opinion-changing effect (f = 0.815, SE = 0.248, p<0.01). We did not
observe any significance of the participants knowledge or education level on the news or AI's indoctrinating
effect.

4.1.2 RQ2—Influence of the Al on participants Trust in the News Articles.
We observe that the AI’s congruence with the news’ stance improved the participants trust of the news articles as
visualised in Figure 5. Notably, the effect of the AI’s congruence improving the participants trust in the news
articles was unidirectional, where the stance of the news was not significant for changing the participants trust
of the AI (f = 0.137, SE = 0.090, p=0.128, eff. = 0.15). Likewise, an incongruent Al opposing the news’ stance
decreased participants’ trust in the news articles (f = 0.240, SE = 0.108, p<0.05, eff. = 0.28).

The impact of opinion and trust in the news articles is again present with the TiA score mitigating the AI's
effect in improving or degrading the participants trust in the news articles (f = 0.229, SE = 0.113, p<0.05, eff. =
0.14). Education and self-reported knowledge were not significant factors for trust in the news articles.
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Density of Participants' Trust in the News Articles (PPS Trust)

Fig. 5. Density plot of the participants” Trust in the News Articles (average of three scales [i.e., PPS Trust]) by Congruent Al
Stance, indicating that Trust in the News Articles increased when the chatbot held the same stance as the news.

4.1.3 Trustin the Al vs: Trust in the News.

Overall, participants trusted the Al news chatbot more than the news articles. Participants predominantly held a
neutral ‘neither trust nor distrust’ stance with the chatbot compared to a moderate distrust towards the news
articles (ff = 0:314, SE = 0.063, p<0.001, eff. = 0.32), as visualised in Figure 6. Only Trust in Automation significantly
impacted the trust of the AI (8 = 0.275, SE = 0.110, p<0.05, eff. = 0.15).

4.1.4  Persuasiveness of the Al vs. the News.
Figure 7 outlines the impact of the news chatbot’s congruence on the participants opinion of the news articles.
Interestingly, participants found the chatbot more persuasive than the news articles (Figure 8).

Participants found the chatbot more persuasive than the news articles (f = 0.422, SE = 0.087, p<0.001, eff. =
0.421).
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Fig. 6. Density plot of the participants’ Trust in the Al Chatbot, and their Trust in the News Articles (average of three scales
for each medium for PPS Trust), indicating that the Al Chatbot was more trustworthy on average than the News Articles.
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Fig. 7. Density plot of the participants’ Perceived Persuasiveness (PPS Opinion) of the News Articles by Congruent Chatbot
Stance, indicating that the News Articles were less persuasive with the presence of a Chatbot

The participants perceived persuasiveness of the Al and the news articles were influenced by their initial
opinion and knowledge on the topic as well as their level of education. Participants who had not completed
high-school had a significantly higher opinion of the partisan news articles compared to university graduates (f
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= 1.018, SE = 0.470, p<0.05, eff. = 0.74). However, the participants education level did not influence the opinion of
the AI chatbot. The participants Trust in Automation score was not significant to influence their opinion of the
chatbot (p=0.707).
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Fig. 8. Density of the perceived persuasiveness scores (PPS Opinion, an average of three 1-to-5 Likert values) Scores between
the Chatbot and the News Articles, illustrating that the Chatbot was typically perceived as more persuasive than the News
Articles

4.1.5 PPS ‘Capability to Influence Others’ Scores between the Al and News Articles.
The PPS ‘Capability’ scale assesses the perceived influence of Al or news on others, while the PPS Opinion scale
measures the self-reported influence on themselves.

While we did not observe any statistically significant effects of congruent or incongruent news article-chatbot
stances, participants perceived that the Al overall was moderately more likely to influence others compared to
the news articles (ff = 0.167, SE = 0.058, p<0.01, eff. = 0.19).

Significant predictors of both Al chatbot and news articles PPS Capability scores included their initial stance
Likert (8 = 0.051, SE = 0.017, p<0.01, eff. = 0.12), while TiA, knowledge, and education levels were not significant
in influencing their Capability scores on the Al or the News Articles.

4.2 Qualitative Analysis and Findings

Participants were prompted to provide open-ended responses to three questions regarding the news articles they
read and the Al chatbot they interacted with for each of the four topics (excluding the randomised control no-Al
topic). We were interested in understanding the factors behind the news articles’ influence (or lack thereof) on
users’ own opinions on the topic, whether and how the AI chatbot may have impacted their perceptions and
persuaded a change in opinion, and lastly, how their learning experience may have differed between engaging
with the news articles versus the Al chatbot.

We systematically coded our participant responses employing a deductive thematic analysis approach [9].
Initially, we established a coding framework based on the themes drawn from existing literature and guided by
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our research objectives. These themes revolved around the influence of news articles on participants’ opinions, the
influence of the interactive Al chatbot on participants’ opinions, and a comparative exploration of the effectiveness
of the news articles versus the Al chatbot as tools for news consumption.

We began the analysis by holistically understanding and familiarising ourselves with our qualitative data
for each topic. Subsequently, we labelled participants’ responses (or portions of responses) based on our pre-
determined themes, and systematically assigned these responses to their respective themes. To enhance the
robustness and validity of our findings, two researchers independently conducted the coding process, with regular
meetings held to discuss and resolve any discrepancies through consensus. In the following sections, we present
our qualitative findings.

4.2.1 Factors Behind the Varying Influence of News Articles on Participants’ Opinions.

From our analysis, it became evident that participants’ opinions remained largely unaffected by the news articles.
Some participants perceived the articles as politically-biased, which failed to influence their opinions: “[The
news articles did not change my opinion] at all. They had a really gross right-leaning slant that 'm not fond of in
news reporting.” — P44. Interestingly, for some participants, this perceived partisan bias and lack of objectivity
undermined the credibility of the articles so much so that participants felt the need to double down and embrace
their initial beliefs even more strongly; “[The news articles supporting banning TikTok] pushed me even further into
the camp of not banning it. The news opinions read like opinion pieces littered with fearmongering buzzwords and
pointed vitriol that slants far to the right of the political spectrum.” — P85, and “In fact, [the news articles] turned me
away from the topic since I felt such a distrust in the objectivity of the pieces.” — P73.

For some, the news articles failed to persuade an opinion change because participants felt that they “had already
made up [their] mind on the topic.” — P71, and because the news articles could not provide any novel information
that could alter their existing opinions: “They did not provide much information that I did not already know, so
they did not influence my opinion very much.” — P22. However, even when news articles presented information
which enhanced participants’ knowledge on the topic, they remained uninfluential in swaying opinions; “The
news articles expanded my understanding of the situation, but did not change my view [...].” — P4.

However, the news articles did prove to be persuasive for those who did not have prior knowledge on the
topics; “T was not well informed about the topic in this news article. I do think that my opinion was slightly influenced
by reading the article, and gaining the knowledge behind this topic.” — P47. Further, some participants felt persuaded
by the news articles because the stance of the articles was in agreement with their prior held beliefs; ‘T already
felt strongly about this subject but [the news article] did a good job of re-furthering my beliefs.” — P32; and “The news
articles served to reinforce the opinion I previously had [...].” — P4.

4.2.2 Factors Behind the Varying Influence of the Al Chatbot on Participants’ Opinions.
Contrary to the news articles, an overwhelming majority of participants expressed that their opinions were indeed
influenced by their interactions with the AI chatbot. We identified two reasons behind the strong persuasive
influence of the Al chatbot. Firstly, participants stated that this influence predominantly stemmed from the
interactive Al providing them with the opportunity to ask specific questions tailored to their needs and obtain
clarity on the topic: “Yes the AI did impact my opinion on releasing the waste because I was able to ask my own specific
questions and obtain information I felt was relevant [...]. After receiving that information [...] I swayed my views on
the topic.” — P24. This interactivity also caused participants to perceive the Al as credible and comprehensive,
helping fill any gaps in their understanding of the topic: “The Al impacted my opinion on the topic by giving
me a more comprehensive view. It spoke credibly and compellingly, in a balanced manner, helping me refine my
understanding and form my opinions.” — P81.

Secondly, participants valued the AT’s ability to present information objectively, without perceived undue
influence, thereby facilitating a more informed understanding of the topic: “The Al gave me a non-emotional
opinion based on summarized factual data describing the pro’s and con’s (sic) of the [situation].” - P99. This sentiment
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also caused some participants to perceive our (politically-biased) Al as unbiased; ‘Tt felt like the Al was giving me
straight up facts rather than being too biased and it didn’t give unnecessary details.” — P83.

Furthermore, some participants who maintained their opinions after engaging with the Al reported that the Al
affirmed their pre-existing beliefs and convictions on the topic. This suggests that the Al provided validation
rather than prompting a change in perspective for those whose initial opinions aligned with the chatbot’s stance:
“The AI supported my opinion. It made it more firmer thereby removing any doubt I might have had.” - P41.

However, despite the interactive Al effectively addressing participants’ specific inquiries, certain individuals
chose to uphold their initial opinions: “The AI did not impact my opinion on the topic, but it was helpful in learning
more about it.” — P18. Participants having strong pre-existing opinions was a major factor which made them resist
the Al'’s influence; “[The AI] could [influence my opinion] but not on this topic. As I said I am already well versed in
it. I did learn more information about the countries and people involved though.” — P74.

Lastly, some participants acknowledged the bias of our Al, which led them to not only resist the AT’s influence
on their opinion, but also become sceptical of the Al itself; “No. [the Al did not influence my opinion]. In fact
the AL’s responses only impacted my opinion of the Al itself. When asked to list positive aspects of TikTok, it did so
without a disclaimer or rebuttal. However, when asked to list the negative aspects, it listed them with a rebuttal for
each. This Al has a bias problem.” — P84. This scepticism stemming from the Al's perceived biasalso hampered the
AT’s perceived trustworthiness for some participants.

4.2.3 The Experience of Learning via an Al Chatbot versus Through Reading News Articles.

When participants compared their experience of learning via the news to the chatbot, they expressed that the
chatbot gave them a sense of ‘control’ and ‘freedom’ to explore information over the less engaging news articles.
For instance, participants felt that the “Al gives me a lot more freedom to ask questions that I care about” - P72,
while the news articles required one to “follow the train of thought that the writer is using” and to spend more
effort to “[...] look around the article” - P46. Consequently, the ability to engage with the Al made participants feel
as if they were a part of the news debate and a meaningful decision-maker, with some participants claiming that
the Al was “a great tool to discover and learn more about these types of issues” — P100, in a way that “...] used
non-complex words to me understand.” - P80, and that they could ‘... guide the Al into teaching and informing
me what I feel is needed to make an informed decision.” - P100. This led to participants embracing the chatbot’s
deception, with participants claiming that the AI’s summarisation capability “[...] would save a lot of time for
people to not have to go look up all those studies and come to a conclusion.” - P48.

Interestingly, some participants found learning about a news topic via the chatbot as a more enjoyable
experience. Participants claimed that it was very easy to use, credible and informative. I could easily see this
becoming a beneficial part of my news consumption.” - P81 and that its information was easy to process due to
its “[...] bite sized factual data without any emotion included and straightforward with any prompts asked.” - P99.
Others dismissed the news article due to its inability to defend itself—claiming that “the AI did not seem to be
politically slanted like the original news articles. I would rather get my information from Al than a biased article. At
least I can research further from things I learn from AL while the article is just a bunch of propaganda.” - P50.

However, some users felt that they could not envision using the Al before reading the news articles, citing
that they would not know what questions to ask or where to start without some contextual written pieces to
read about. They noted that “You gotta prod it and know what to ask” - P64. Some participants who recognised
and opposed the AI’s bias also found the Al “[...] more insidious because it was better at sounding reasonable, even
though in fact it seemed just as insistent that there was only one correct view.” - P12.

Overall, most participants found the interactive Al to be more engaging, personalised, and efficient for learning
about events and topics compared to the news articles. In the words of a participant (P96): “Interaction provides
personalisation and instant responses, while news articles provide detailed context and deep analysis” and that “Both
interactive Al and news articles offer valuable approaches to learning about the topic”.
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5 DISCUSSION

Our work in chatbot-augmented news highlights the nascent era of interactive learning through Generative Al.
However, our findings raise vital concerns regarding the risks of Al bias leading to ideological indoctrination
alongside a disproportionate trust in Al-driven media. Notably, one’s propensity to distrust autonomous systems
can mitigate the impact of the AI’s persuasive potential. Next, we discuss the implications of our findings to HCI
research and then contextualise these findings to society—by highlighting how biased Al can undermine news
institutions and democratic integrity. We then discuss the risks of Al being weaponised for partisan Information
Warfare operations, and conclude with calls for Al digital literacy and encouraging transparent research in
countering Al-indoctrination.

5.1 Implications for HCI Research

Our data across the final topic opinion scale, and our PPS Opinion, Trust, and Capability scores (on the AL and on
the News Articles) all share the same trend—that the interactive agency provided by the chatbot resulted in
a greater trust and opinion change compared to the Al and that congruent Al can boost news opinion
and trust. Only PPS Capability was not significant when it comes to the impact of AI-News-article congruence.

Our qualitative results indicate that participants engaged in more System 2 thinking with the chatbot through
questioning and seeking more information, as opposed to just passively reading news articles. Thus, participants
perceived that they were ‘in control’ of the chatbot through their line of questioning and ability to interrogate
the Al for more information. This led to a form of ‘faux-freedom’—as the participants felt they could control the
narrative of the Al, and thus became less susceptible to its bias/ The persuasive impact of being able to ‘chat’
about the news highlights similar HCI research in the role of social media to find, share, and comment on current
affairs—resulting in greater participation in democratic events and in political deliberation [14, 30, 44]. The biased
nature of our Al is reminiscent of filter bubbles within social media—a phenomenon which exacerbates political
polarisation and contributed to a 20% increase in clinical anxiety reports [7]. Our results highlight the role of
new media increasing one’s interest in the news—as our qualitative findings highlight that the participants found
the chatbot more engaging, receptive, and trustworthy compared to the ‘legacy media’ of news articles [61, 64].

The cause for the decline in news trust is not trivial. Our results highlight that even an anonymous unfamiliar
chatbot generally had higher PPS opinion and trust values over the real-world news articles even when accounting
for its stance and the participants opinion/political bias. Thus, our findings of low media trust corroborates with
the overall decline in news receivership since the 1990s [64], the rise of misinformation and partisanship across
news agencies [56, 61], and the alienation of news readers away from traditional print/textual news sources.
This is evident in places like the US and Australia with declining news readership particularly by under-35s [36],
and globally with major news agencies becoming insolvent [19, 64]. Furthermore, news agencies may rely on
encouraging viewership forrevenue and user retention—perpetuating the era of the 24/7 news cycle and the
sensationalisation of events, which can also negatively impact individuals’ mental health and their trust in
news media [47]. For the latter, the shift in viewership from cable television towards online-media broadens the
viewership-base and the reach of news agencies [61, 77].

In our study, the impact that a congruent Al had in increasing the opinion and trust of the news articles (but not
vice-versa) reflects the culture of Al as a tool for ‘vetting’ the media—akin to research in Al-driven methods to
combat misinformation [40, 56, 68]. Likewise, Tahaei et al. identified that news and research on human-centered
Al tends to focus on the role of Al helping audit human-processes, rather than humans reviewing Al [86]. For
instance, they identified that HCI research predominantly focused on the explainability of Al but lacked research
on how humans themselves should oversee and govern Al decisions. The public view that Al is an auditor of
humans decisions could explain why participants trusted news articles more when the Al held the same stance,
but not vice-versa.
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Moreover, participants found that the Al appeared confident and succinct due to its targeted responses—
compared to having to read full news articles and manually sifting for information. Prior work on countering
online misinformation highlighted that the confidence in information presentation and its brevity are significant
factors for improving opinion change [46, 50] and for enhancing its trustworthiness [12, 13, 21, 46].

Previous research on online mediator chatbots identified that participants often perceive these chatbots as
objective and devoid of emotion [32]. This perception led them to view the Al as a more rational actor compared
to emotive humans. Interestingly, the role of Al as a ‘cold but persuasive calculator’ contrasts with prior research
on Al anthropomorphism—which identified that assigning human-like qualities (such as emotions, uncertainties,
and personalities) can improve an AI’s trust and persuasiveness [3, 52, 69]. Thus, we implore future work to
identify if a more personalised and human-like news chatbot could improve its persuasive effect.

5.1.1 Trust in Automation scores highlights the need for Al literacy.
The participant’s Trust in Automation (TiA) score was a significant factor across the measures of topic opinion
change (RQ1), and opinion/trust of the news articles and Al chatbot themselves (RQ2). The effect was significant
enough that it could impact both the trust of the Al chatbot, as well as the news articles due to the connection
between the AI’s persuasive (in)congruence. The fact that low Trust in Automation diminishes the impact of the
news chatbot’s biases also reinforces the notion that people tend to over-rely on autonomous systems [10, 76, 78].
For RQ1, low Trust in Automation can reduce the magnitude of the participant’s change of opinion by up to 66%.
Thus, our findings highlight the need for Al literacy and awareness of Generative Al models as human-like actors
prone to ideological biases. This also highlights the risks of Generative Al in areas outside of news media-such as
for screening job applicants [20], determining loans and credit risk evaluation [2, 97], and reforming educational
curricula [96]. Given the risks of political and social biases in Al further awareness and transparent regulation of
Al-in-society and industry would help address the dispropertionate trust in automation. For instance, the United
Nations adopted a resolution calling on states and companies to/consider risk and impact assessments on Al
models before deploying them, and considering how decisions-and statements made by Al could inadvertently
impact human rights and freedoms [89].

5.2 Information Warfare and Psychological Operations—The Deliberate Exploitation of Media Bias

The risks of biased language models extends beyond individual developers, but also wider society. The ability to
mould societal opinions to achieve political outcomes offers a means for vested non-state interests and state-
actors to achieve change without the use of coercive force. As such, the field of Information Warfare outlines
the manipulation of information for a target without their awareness by manipulating public opinion towards
accepting stances and political decisions that favour the adversary—typically a foreign state-actor [18]. Our
study demonstrated that when participants engaged with a news chatbot that opposed the stance of the news,
they were 1.7x more likely to side with the AI's stance than the news articles. This is particularly concerning on
issues pertaining to human rights and international affairs—such as our news topic on the $61 billion for aid to
Ukraine from the US government. Any new technology that could provide a foreign adversary an advantage
in the information space is likely to be manipulated and weaponised for political gain. Our study highlights
the capabilities and risks of Generative Al news chatbots as tools for indoctrination, such as strengthening or
undermining the opinion and trust of news media.

Traditionally, Information Warfare relies on disseminating white materials (materials overtly from the state actor,
such as press releases, or radio/television broadcasts) or black materials (materials masquerading as from another
source, such as pretending to be an ‘concerned American’ on a web forum) to manipulate civilian opinion [4]. Even
in relative peace-time, exploitation of news media can undermine nation states. Foreign information interference
was a significant contributing factor in shaping public discourse towards the Democratic National Convention
leaks, national security, and the border during the US 2016 election campaign [63]. This campaign included
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using online troll farms with bots masquerading as concerned US citizens (i.e., ‘sockpuppetting’) through the
Russian state-sponsored Internet Research Agency, alongside news disinformation campaigns outlined in the US
Department of Justice’s Muller Report [63]. This approach builds on the strategy of undermining media trust and
social cohesion—a form of Soviet-era active measures [5], and manipulating public opinion—particularly with
disinformation [63, 79].

An important gap in Information Warfare knowledge is the lack of research on Generative Al compared to
other synthetic media methods such as audio-visual deepfakes [33, 37, 43], disinformation (i.e., the deliberate
and malicious incorrect information to exploit System 1 thinking such as fear or instinctive outrage) [30, 63, 79],
or online bot farms to repost partisan news articles [30, 63]. The role of Generative Al as a predominantly
factual learning tool opens itself to the same risks of propaganda and indoctrination as any traditional education
tool—such as biased textbooks, news, or curriculum [26]. Our findings highlight that there is an over-reliance
and propensity to trust Al chatbots more so than news articles, with the ability of our unfamiliar chatbots able to
undermine the trust and opinion of news articles from established news agencies. Participants also highlighted
that the news chatbots felt personalised and intimate through their ability to ask directed questions to feel a
part of the news discussion. Our particular concern are for those participants that saw the role of learning with
Generative Al as an alternate to independent critical thinking, with participants believing that they could ‘save
time’ by reading Al interpretations and summaries rather than doing the critical analysis and reading themselves.
Essentially, the participants offloaded their analysis and critical thinking (i.e., System 2 thinking) to the AL

Given the risks of outsourcing critical thinking to AI, NATO highlights the risk of exploitation of social media
and Al tools to undermine trust in democratic institutions and public epinion through proposing a new area of
psychological manipulation known as Cognitive Warfare [4]. Cognitive Warfare extends on Information Warfare
and Psychological Operations by targeting grey materials—information that cannot be easily attributed and may
not contain traditional disinformation tactics. Moreover, it focuses on new delivery methods of biased information
with the aim to “increase polarisation, reinvigorate movement/issues... [and] confuse communication” [4][p.13].
NATO encourages transparent studies in emerging technologies and bias exploration as a means of countering
Cognitive Warfare by building resilience through Al awareness, critical thinking, and tech literacy.

5.3 Limitations and Future Work

Our study targeted the current use case of chatbot-augmented news—akin to using Microsoft Copilot, OpenAT’s
GPT-4, Google’s Gemini, or asking for more information about a news story from an existing news chatbot such
as CNN’s Facebook messenger chatbot [58]. This current use-case has the potential for a recency bias effect, as
chatbots aim to critique the news (rather than vice-versa). Nonetheless, future modes of news ingestion may
rely on an Al providing the initial news stories and information. However, it is unlikely that news articles can
be entirely automated given the need for primary sources and ‘on-the-ground’ journalism. Future work should
also explore multi-media data, such as the impact of audio-visual manipulation from biased multi-modal news
chatbots.

Our study utilised Ground News to annotate and vet our sources for authenticity, leaning, and factuality, while
our prompt design (Section 3.2) forces the model to cite information to mitigate the potential for misinformation.
However, future work should consider the intersection between misinformation, disinformation, and the perceived
credibility of the source to identify whether users trust news articles with (dis/mis)information over a factual
news chatbot and vice-versa. Research into the role of factuality in opinion-making between human vs. Al sources
predominantly targets the role of Al identifying misinformation as an auditing tool [39, 40, 56], rather than the
role of humans auditing Al models for misinformation.

Our study design mimics the presentation of existing chatbots—which do not retain prior chats in new discus-
sions, and lacks personalisable emotional, visual or audio features. Thus, the role of human-like ‘anthropomorphic’
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features and its persuasive impact on ideation and opinion-formation is unknown. One could envision an ‘om-
nibus’ friendly chatbot with a personality, avatar, and voice—but with a predetermined ulterior motive to deceive
and indoctrinate. While prior research on adding human-like features (voice, avatar, personality) increased user
trust and confidence of a chatbot [15, 52], our qualitative data found that participants found the ‘emotionless’ and
‘calculated” Al were perceived as traits that reduced bias compared to the human-made news articles. Nonetheless,
the role of familiarity, personalisation, and pre-existing trust with a chatbot could identify potential vectors for
psychological manipulation—relying on the Tamagotchi effect (i.e., emotional attachment towards human-like
digital friends) [25]. Future work should consider how psychological and emotional attachment to the chatbot
assistant (established and built up prior to the biasing experiment) could influence the participants bias recognition
alongside their political opinion-making.

Beyond the areas of personality, personalisation, multi-media, misinformation, and anthropomorphism; future
work should consider the impact of levels of bias between the Al and news articles. Our study controls for the
bias of the news articles and chatbot based on the assumption that users typically read news from one source and
perspective—as common for users who have a preferred news network (e.g., Fox news vs. CNN), are restrained or
prefer state-controlled media, or simply lacks the interest to read multiple news sources.

Finally, future research should explore countermeasures to Al-driven indoctrination and examine the longevity
of the Al news chatbot’s influence on participants’ trust in and opinions of news articles. This is important
because factors such as human relationships, discussions about news topics with peers, and past and future
personal experiences may shape one’s long-term views on the news and political topics.

6 CONCLUSION

Informative chatbots now exist all around us—in our browsers, our Operating Systems, and our news media.
While Generative Al should present a new era for learning and human-Al collaboration, we must be aware of the
risks of Al manipulation which could undermine our democratic institutions and further erode our trust in the
media. Our findings demonstrate that the interactive agency provided by a news chatbot enhances its perceived
trust, opinion, and capability to influence others compared to traditional written news articles. Importantly,
participants were significantly more likely to adopt a narrative of a maliciously biased chatbot than of news
articles with opposing views. Our first-of-the-kind study goes beyond prior work on identifying if Al can hold a
convincing and persuasive bias, to instead target how and why it can influence others. Our findings identified
how one’s distrust in autonomous systems mitigates the indoctrinating effect of the news chatbot—thus targeting
the need for increased scepticism and literacy towards Al-driven decision-making. In the modern Al-driven
age of Information Warfare and Psychological Operations, our discussion highlights a research agenda for HCI
researchers and raises the alarm to industry and government to recognise and understand the dangers of Al-driven
indoctrination. Overall, our results and future work act as gateway for researchers to understand and develop
countermeasures to prevent malicious actors exploiting Generative Al to manipulate public opinion.
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QUANTITATIVE DATA MIXED-MODELS

RQ1—News topic post-opinion Likert scale

The following list contains RQ1’s topic opinion Likert scale questions, asked for each topic before reading the
news/interacting with the Al (i.e., their initial opinion), and measured after the news or chatbot-augmented news
reading experiment (i.e., the final opinion):

e FUKU Topic: “I support discharging the treated Fukushima nuclear power plant water into the Pacific
Ocean over storing it onsite.”
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e UKR Topic: “I support the United States plan to give $61 billion in further military aid to Ukraine in
early-2024 as it stands currently”

e TOK Topic: “I support a ban on TikTok.”

e GND Topic: “I support the Green New Deal”

The following is the output of the Cumulative Link Mixed Model (CLMM) for RQ1’s final opinion Likert scale:

term estimate std.error z statistic p.value
Initial Topic Opinion 1.267 0.084 15.14 <.001
Knowledge/Confidence of the Topic -0.024 0.068 -0.36 0.722
Pro-stance News Article 0.508 0.348 1.46 0.144
No AI Condition 2.01 1.165 1.72 0.085
Pro-stance Al Condition 2.756 1.125 2.45 0.01
Education (less than high school) 0.06 0.463 0.13 0.893
Education (Comp. High School) -0.111 0.377 -0.30 0.768
Education (University) 0.044 0.271 0.16 0.871
High TiA Value:Anti-stance Al -0.815 0.248 2.82 0.003
High TiA Value:Pro-stance Al 0.801 0.247 2.74 0.003

A.2  RQ2—PPS Scale
A.2.1 PPS Trust in the News Articles.

term estimate std.error tstatistic p.value
Model Intercept 2.621 0.428 6.127 <.001
Incongruent Al (vs. Congruent) 0.057 0.115 0.496  0.621
Congruent Al (vs. Control) 0.310 0.112 2.760 0.006
Initial Topic Opinion 0.050 0.026 1.890 0.060
Knowledge/Confidence of the Topic -0.018 0.038 -0.485 0.628
Trust in Automation (TiA) Score 0.229 0.113 2.022 0.046
Education (Less than High School) 0.390 0.366 1.064  0.290
Education (Comp. High School) -0.471 0.293 -1.604 0.112
Education (University) 0.220 0.200 1.100 0.274

A.2.2  PPS Trust in the Al News Chatbot.

term estimate std.error tstatistic p.value
Model Intercept 3.071 0.388 7.910  <.001
Congruent Al (vs. Incongruent) 0.137 0.090 1.528 0.128
Knowledge/Confidence of the Topic 0.009 0.034 0.264 0.792
Initial Topic Opinion 0.063 0.024 2.603 0.010
Trust in Automation (TiA) Score 0.275 0.110 2.497 0.014
Education (Less than High School) -0.570 0.365 -1.560 0.122
Education (Comp. High School) 0.345 0.292 1.180 0.241
Education (University) -0.216 0.196 -1.100 0.274

ACM Trans. Interact. Intell. Syst.



28 .

A23

A.24

A2.5

A.2.6

Govers et al.

PPS Trust in the News Articles vs. the Al News Chatbot.
term estimate std.error t statistic p.value
Model Intercept 3.151 0.361 8.725  <.001
Congruent Al 0.213 0.073 2914 0.004
Knowledge/Confidence of the Topic -0.010 0.030 -0.346 0.729
Initial Topic Opinion 0.061 0.020 3.032 0.003
Trust in Automation (TiA) Score 0.220 0.103 2.138 0.035
Education (Less than High School) -0.172 0.338 -0.507 0.613
Education (Comp. High School) 0.039 0.271 0.145 0.885
Education (University) -0.064 0.183 -0.352 0.725
News Articles (compared to the Al) -0.314 0.063 -4.980 <.001
PPS Opinion of the News Articles.
term estimate std.error tstatistic p.value
Model Intercept 2.689 0.545 4.935 <.001
Incongruent Al (vs. Congruent) -0.160 0.142 -1.128 0.260
Congruent Al (vs. Control) =0.031 0.138 -0.226 0.822
Knowledge/Confidence of the Topic -0:090 0.047 -1.912  0.057
Initial Topic Opinion 0.064 0.033 1.960 0.051
Trust in Automation (TiA) Score 0.001 0.146 0.008 0.994
Education (Less than High School) 1.018 0.470 2.166  0.033
Education (Comp. High School) -0.815 0.377 -2.164  0.033
Education (University) 0.351 0.256 1.369 0.174
PPS Opinion of the Al News Chatbot.
term estimate std.error t statistic p.value
Model Intercept 2.960 0.344 8.601  <.001
Knowledge/Confidence of the Topic -0.066 0.051 -1.280 0.202
Initial Topic Opinion 0.071 0.038 1.848 0.066
Trust in Automation (TiA) Score 0.071 0.187 0.377 0.707
Congruent Al (vs. Incongruent) -0.009 0.142 -0.065 0.949
Education (Less than High School) 0.698 0.484 1.443 0.152
Education (Comp. High School) -0.190 0.387 -0.491 0.625
Education (University) 0.224 0.258 0.868 0.388
PPS Opinion of the News Articles vs. the Al News Chatbot.
term estimate std.error tstatistic p.value
Model Intercept 2,511 0.493 5.094  <.001
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A.2.9

(continued)
term estimate std.error t statistic p.value
Congruent Al (vs. Control) 0.080 0.100 0.803 0.422
Knowledge/Confidence of the Topic -0.066 0.040 -1.636 0.103
Initial Topic Opinion 0.065 0.028 2.330 0.020
Trust in Automation (TiA) Score 0.131 0.135 0.973 0.333
Education (Less than High School) 0.935 0.444 2.107 0.038
Education (Comp. High School) -0.565 0.356 -1.589 0.115
Education (University) 0.295 0.239 1.233 0.221
News Articles (compared to the Al) -0.422 0.087 -4.879 <.001
PPS Capability of the News Articles.
term estimate std.error tstatistic. p.value
Model Intercept 3.642 0.220 16,522  <.001
Incongruent Al (vs. Congruent) 0.103 0.094 1.093 0.275
Congruent Al (vs. Control) 0.110 0.092 1.201 0.231
Knowledge/Confidence of the Topic 0.022 0.031 0.690  0.491
Initial Topic Opinion 0.057 0.022 2.624 0.009
Education (Less than High School) -0.111 0.323 -0.344 0.732
Education (Comp. High School) 0.069 0.259 0.265 0.791
Education (University) 0.240 0.176 1.363 0.176
PPS Capability of the Al News Chatbot.
term estimate std.error tstatistic p.value
Model Intercept 4.020 0.422 9.520 <.001
Knowledge/Confidence of the Topic 0.045 0.033 1.361 0.175
Initial Topic Opinion 0.038 0.024 1.574 0.117
Congruent Al (vs. Incongruent) -0.582 0.392 -1.482 0.140
Trust in Automation (TiA) Score -0.074 0.126 -0.591 0.556
Education (Less than High School) 0.123 0.333 0.370 0.712
Education (Comp. High School) -0.111 0.266 -0.418 0.677
Education (University) 0.134 0.178 0.753 0.454
Congruent Al:Trust in Automation (TiA) Score 0.208 0.136 1.525 0.129
PPS Capability of the News Articles vs. the Al News Chatbot.
term estimate std.error tstatistic p.value
Model Intercept 3.622 0.331 10.950  <.001
Congruent Al (vs. Control) 0.124 0.082 1.514 0.130
Knowledge/Confidence of the Topic 0.043 0.025 1.738 0.008

29

ACM Trans. Interact. Intell. Syst.



30 « Goverset al.

(continued)
term estimate std.error t statistic p.value
Initial Topic Opinion 0.051 0.017 3.088 0.002
Trust in Automation (TiA) Score 0.030 0.093 0.323 0.748
Education (Less than High School) -0.031 0.303 -0.103 0.919
Education (Comp. High School) 0.008 0.243 -0.033 0974
Education (University) 0.194 0.165 1.176 0.242
News Articles (compared to the Al) -0.167 0.058 -2.873 0.004
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