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Abstract
Virtual AI-generated Influencers (VAIIs) are increasingly being used
by corporations and public agencies, raising questions about how
their visual design and communication strategies impact end-users’
propensity to accept the messages they deliver. We examined the
impact of human-likeness (how closely a VAII resembles a human)
and self-disclosure (whether the message contains personal infor-
mation) on message acceptance, alongside dispositional factors
like empathy and anthropomorphising tendencies. In a mixed-
methods experiment, participants (N=120) watched short-form
videos featuring VAIIs of varying human-likeness (High/Moderate-
High/Moderate-Low/Low) and self-disclosure (present/absent). We
observed the strongest message acceptance from the VAIIs with
the lowest human-likeness, and message rejection for VAIIs with
moderate to low human-likeness. Additionally, participants’ mes-
sage acceptance was influenced by their empathy tendencies. Our
qualitative analysis revealed further insights into participants’ per-
ceptions of the human-likeness of VAIIs, their discomfort with self-
disclosure, and their tendency to anthropomorphise VAIIs. These
findings provide important implications for the design of VAIIs.
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1 Introduction
Virtual influencers have recently emerged as a new trend in the
digital landscape, providing unique advantages over traditional
online influencers [7]. Virtual influencers are computer-generated
characters with personas that are carefully curated by an individual
or a management company. People typically encounter these influ-
encers on short-form social media platforms such as Instagram and
TikTok. Notably, younger individuals are displaying an interest in
these influencers, with those between the ages of 18–44 reportedly
following at least one virtual influencer on social media [62]. The
advent of generative artificial intelligence (GenAI) has led to the
creation of virtual AI influencers (VAIIs)—a type of virtual influ-
encer whose voice, words, and likeness are entirely generated by
AI. Recent advancements have facilitated the creation of VAIIs by
simplifying and automating the generation of graphical images,
characters, and related content, lowering the barrier to entry for
those interested in using VAIIs to influence the views of others.

The growing popularity and reach of virtual influencers has at-
tracted the attention of organisations beyond corporate or retail
sectors. For instance, during the height of the COVID-19 pandemic,
the World Health Organization (WHO) collaborated with a virtual
influencer to spread awareness related to the pandemic and dis-
seminate critical public health information [16]. Furthermore, the
Singapore Tourism Board recently advertised a role for a collabora-
tor to develop a VAII focused on creating travel content for their
country [56]. These examples underscore the increasing willing-
ness of public agencies to leverage virtual influencers as a means
to reach tech-savvy and/or younger audiences.

However, despite the potential for virtual influencers to achieve
higher levels of engagement compared to human influencers with
similar follower counts [2], their credibility remains a challenge
[10, 43]. As such, researchers propose using emotional narratives to
increase the perceived credibility of virtual influencers [33]. For hu-
man influencers, sharing intimate content that contains appropriate
self-disclosure, the act of revealing personal information, thoughts,
or feelings [36, 37], can improve their credibility and online en-
gagement with followers [32]. Similarly, prior research on virtual
agents has found that empathising with users by responding with
self-disclosure can be an effective way of increasing perceived inti-
macy and enjoyment [31] as well as accepting the messages being
delivered by the virtual agents [64]. Likewise, virtual influencers
participate in self-disclosure through online content as a form of
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storytelling in order to build a connection with their followers [48].
However, there is limited research on the effects of self-disclosure
on message acceptance for VAIIs.

Moreover, virtual influencers are not confined to a single, human-
like appearance. Depending on the influencer’s theme and persona,
their visual representation can range from a highly realistic human
form to an animated object with humanoid features. However, prior
work has often grouped all virtual influencers into a single category
of human-likeness, with the purpose of comparing their effective-
ness to that of traditional human influencers [40, 74]. However,
this approach overlooks the fact that variations in the degree of
visual human-likeness can exist even within the category of virtual
influencers designed to mimic humans. The spectrum ranges from
virtual characters that closely resemble real humans to those that
take the form of 2D, animated, cartoon-like characters.

In this study, we aim to investigate the factors that influence the
acceptance or rejection of messages delivered by VAIIs. Specifically,
we examine how different levels of visual human-likeness, and
the inclusion of self-disclosure in the message, affect message ac-
ceptance. Furthermore, we explore the role of dispositional factors,
such as empathy and the tendency to anthropomorphise technology,
in shaping individuals’ perceptions of VAIIs. We pose the following
research questions:

RQ1: How do different levels of human-likeness in VAIIs affect
individuals’ acceptance of their messages?

RQ2: How does the presence or absence of self-disclosure in
messages from VAIIs impact individuals’ acceptance of those mes-
sages?

RQ3: How do dispositional factors, such as empathy and the
tendency to anthropomorphise, influence the relationship between
human-likeness or self-disclosure and message acceptance?

With these research questions guiding our work, we conducted
an online survey-based experiment with 120 participants. We gen-
erated the stimuli used in our study with real Generative AI tools
including Midjourney and ChatGPT-4. For the purpose of this pa-
per, we refer to the stimuli as VAIIs for clarity and consistency.
Each participant viewed four short-form videos, each featuring a
VAII delivering a message. To explore the effects of human-likeness,
we manipulated the appearance of each VAII character, ensuring
a range of human-likeness (High, Moderate-High, Moderate-Low,
Low), while maintaining overall consistency in presentation. Addi-
tionally, we generated two video versions for each message topic:
one with self-disclosure and one without it. Before participants
were exposed to our stimuli, we measured their dispositional cog-
nitive empathy, affective empathy, empathic response to fantasy
characters, and tendency to anthropomorphise. After displaying
each stimuli, we measured participants’ message acceptance.

Our results indicate that human-likeness plays a significant role
in message acceptance, with the strongest message acceptance ob-
served for the VAII with the lowest human-likeness, appearing
as a 2-D animated character. Interestingly, participants were less
likely to accept the message from the moderate-low human-like
VAII, which was presented as a 3-D cartoon character. Further, par-
ticipants’ dispositional factors, specifically cognitive and affective
empathy, influenced their message acceptance, with these effects
varying based on the level of human-likeness presented.

This study makes the following contributions for usage of VAIIs
which can also be broadly applied to virtual influencers. First, we
discuss how our findings on varying degrees of human-likeness
for different kinds of VAIIs can be utilised by commercial entities
and governmental or public agencies. Further, we reflect on the
impact of the Uncanny Valley effect on High human-like VAIIs, and
how advances in VAII design or video animation can lead to higher
message acceptance. Third, we highlight the need for caution when
using self-disclosure as a strategy to enhance message acceptance
for VAIIs due to the disbelief that VAIIs can understand human
experiences. Fourth, we demonstrate the positive effects of dispo-
sitional empathy on message acceptance, and discuss balancing
visual human-likeness and eliciting empathetic responses for better
message acceptance. We conclude by discussing the implications
of VAII usage.

2 Related Work
2.1 Virtual Human and AI Influencers
Virtual humans are computer-generated avatars designed to exhibit
human-like behaviours and characteristics. The concept of virtual
humans dates back to the 1950s, with early examples including
humanoid figures that were used to simulate various scenarios for
the aeronautical industry [17]. Over the decades, virtual humans
have found diverse applications across different industries, such as
digital twins of patients for medical purposes, animated characters
in media, and virtual assistants for the elderly.

More recently, virtual humans have made their way onto social
media platforms, expanding their influence beyond traditional ani-
mations in advertisements. The first virtual human with beginnings
on a social platformwas Ami Yamato - a virtual vlogger on YouTube
presented as a 3D animation [49]. The launch of Lil’ Miquela Sousa
on Instagram in 2016 further cemented the potential of virtual hu-
mans as influencers, as she amassed a significant following (2.6
million on Instagram) and collaborated with various brands and
celebrities. Partnerships between corporations and virtual influ-
encers are growing due to the flexibility, exclusivity, brand safety,
and perceived innovation that these virtual influencers provide [12].
Consequently, numerous virtual influencers have been created in
an attempt to capture a similar success [12]. Moreover, while some
agencies creating these virtual influencers brand them as ‘AI influ-
encers’, their ‘storyline’ or content remains reliant on the direction
of human teams.

However, there are several virtual influencers with AI-generated
content who are actual AI influencers. While these influencers still
require human programming and moderation, their reliance on
human intervention is much more limited compared to virtual in-
fluencers like Lil’ Miquela or Aitana [34, 54]. For instance, Kuki
AI is a VAII chatbot that allows users to chat with her ‘live’ video,
wherein her 3-D human avatar answers questions on video as well
as through the chatbox [26]. Similarly, Neuro-sama is a 2-D virtual
streamer with AI-powered chat capabilities and the ability to play
games like Minecraft or Osu [71]. Although the four aforemen-
tioned influencers currently fall under the broad category of virtual
influencers, Kuki AI and Neuro-sama distinguish themselves with
their limited reliance on humans for content generation. Further, as
Generative AI (GenAI) technologies have streamlined the process of
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creating and generating virtual influencers, as well as their content,
making them more accessible, this is likely to lead to a rise in VAIIs
similar to the partially autonomous Kuki AI and Neuro-sama.

Existing literature primarily examines popular virtual influencers
without differentiating between those driven by human input and
those powered by AI. Despite this, their findings remain important
as they enable us to understand the implications of using virtual in-
fluencers. For example, Lu et al. [35] found that audiences separate
the real human from the character they portray when engaging
with VTubers—a type of virtual influencer where a human con-
trols a Japanese animation-inspired avatar. The study also revealed
that audiences have different expectations for the character and
the human actor behind it. The reason for this distinction could
be rooted in escapism, as followers—especially those with higher
empathy—may seek emotional diversion from everyday life through
their engagement with virtual influencers [40]. Furthermore, these
virtual influencers are fundamentally technology posing as social
actors, with the purpose of eliciting social responses from their
audience [18, 52].

In addition, previous work has found that humans are particu-
larly sensitive towards the “humanness” and uncanniness of virtual
influencers [46]. Interestingly, they also found that people are less
influenced by perceived trust when deciding to follow virtual influ-
encers. Instead, emotional reactions, or how these influencers make
them feel, has a more significant impact on motivating people to
follow them. The Uncanny Valley is a phenomenon where people
feel discomfort from entities that approach, but do not fully obtain,
human-like appearance [42]. However, Choudhry et al. [10] posit
that the absence of feature abnormalities—flaws in the design or
animation—could mitigate the Uncanny Valley effect as they found
that individuals continue to engage with virtual influencers even
when they were perceived as ‘too real’.

2.2 Message Acceptance
Prior work evaluated the effectiveness of messages across numerous
factors, including source credibility [24, 47, 51, 70], psychological
strategies on how to convey a message [23], the persuasiveness of
the content and its structure [8, 23, 58], and the attitude towards
the messages themselves [55]. Attitude towards messages is often
measured as message acceptance or message rejection. Moreover,
there are situational or dispositional factors that may impact indi-
viduals’ perception of messages [1, 23]. Situational factors refer to
external circumstances that can influence perceptions, such as self-
disclosure [45]. Conversely, dispositional factors are those inherent
to an individual, such as how their personality traits, characteristics,
or tendencies may influence their trust or persuasion from online
messages [11, 21, 23, 29, 63].

2.2.1 Situational Factors Impacting Message Acceptance. One po-
tential situational factor that can impact message acceptance is
self-disclosure, defined as the act of sharing personal information
or experiences with others [37]. Self-disclosure can vary in valence,
intention, as well as frequency [36]. Previous literature found that
messages from unknown actors are perceived as more authentic
when they include self-disclosure [45], leading to higher message ac-
ceptance. In addition, self-disclosure by AI chatbots has been found
to enhance the positive effects of providing emotional support to

conversation partners [38], as well as increase perceived intimacy
and enjoyment [31]. Tsumura and Yamada’s [64] study on embod-
ied AI chatbots further supports the importance of self-disclosure
by anthropomorphic agents for user acceptance, regardless of the
agent’s appearance. Further, the same study hypothesised that self-
disclosure with high relevance to the specific context in which the
virtual agent operates can lead to better user acceptance, compared
to self-disclosure that is less contextually relevant.

Additionally, self-disclosure can significantly impact parasocial
interaction with a virtual influencer, regardless of whether their
message is emotionally positive or negative [33]. However, the
same study also found that parasocial interaction is correlated
with the disclosure that the virtual influencer is not a real human,
particularly when the valence of the message is also taken into
account (i.e., parasocial interaction reduces when the message is
negative and participants are aware that the virtual influencer is
not human). This phenomenon is exemplified by the real-world
scenario in which Lil’ Miquela faced backlash in 2019 after sharing
a ‘personal’ experience of being sexually assaulted, which was met
with criticism due to her virtual nature [59].

Importantly, the aforementioned study by Lim and Lee [33]
examined a virtual influencer characterised by a high degree of
human-likeness, presenting content through still images and writ-
ten text on Instagram. In contrast, Lu et al. [35] explored virtual
influencer streamers who, rather than striving for human-likeness,
adopt Japanese anime-inspired personas. This approach allowed
for greater freedom in expressing negative sentiments. Addition-
ally, previous literature has found that perceived human-likeness
has a positive influence on the formation of the social presence,
defined as ‘the sense of being with another’ by Biocca and Harms
[4], which can directly influence trust [30, 44]. Thus, we extend this
previous work by exploring how the degree of human-likeness in
VAIIs affects the acceptance of their messages.

2.2.2 Dispositional Factors Impacting Message Acceptance. A dispo-
sitional factor that may impact an individual’s message acceptance
is their empathy. The concept of empathy is a well-researched topic,
with the term first introduced over a century ago by Titchener [68].
According to a meta-analysis on empathy by Cuff et al. [13], de-
spite inconsistencies in the academic definitions of empathy, it can
be divided into two types: affective empathy (i.e., emotional con-
tagion) and cognitive empathy (i.e., understanding the emotions
of a stimulus). Previous work has found that affective empathy
can facilitate perceived interactions with on-screen performers
[14]. Further, individuals with high affective and cognitive empathy
have been found to be more willing to follow virtual influencers
[40]. However, this study did not differentiate between empathy to-
ward human influencers and virtual influencers, who are arguably
fictional characters.

Another potential dispositional factor is an individual’s tendency
to anthropomorphise. The degree to which individuals attribute hu-
man characteristics to technology-based objects is a well-researched
area, especially for robots and virtual agents.Within the space of vir-
tual influencer research, Yang et al. [73] found that people reported
stronger trust in virtual influencers that were highly anthropo-
morphic compared to cartoon-like virtual influencers due to the
perception that they can control their actions. However, Yan et al.
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[72] suggest that there is a limit on the level of anthropomorphism
a virtual influencer should embody as social presence decreases
when the virtual influencers become extremely anthropomorphic.
In addition, as research on the impact of virtual influencers is still
in its early stages, there are limited studies examining how individ-
uals’ tendency to anthropomorphise impacts their perception of
virtual influencers and the content they deliver.

Thus, in our research, we examine the impact of varying de-
grees of human-likeness and self-disclosure on the acceptance of
messages delivered by VAIIs specifically. Further, we investigate
how dispositional empathy and tendency to anthropomorphise
technology influence individuals’ perceptions of messages from
VAIIs.

3 Method
We conducted a mixed-methods study using a counterbalanced de-
sign. Our study aimed to investigate the impact of human-likeness
and self-disclosure on message acceptance from VAIIs. To achieve
this, we created four virtual AI influencers (VAIIs) that differed in
their degree of human-likeness (see Figure 1). Participants watched
the VAIIs deliver spoken messages in four short-form videos, where
two videos used self-disclosure and two did not. All of our stimuli
were created using AI tools, mirroring the manner in which VAIIs
would be created in practice.

3.1 Experimental Stimuli
3.1.1 VAII Characters. To create the VAIIs for our study, we be-
gan by using the Generative AI tool Midjourney1 to create four
static digital characters with varying degrees of human-likeness.
According to IZEA’s Influencer Equality report [28], the majority of
participants in influencer marketing identify as female. Given these
findings, and considering that the majority of TikTok creators are
reportedly aged 18-24 [27], we determined that our VAIIs should
be female, and appear to be in their 20s. This demographic and
visual alignment ensures that our VAIIs reflect the characteristics
of influencers that users are most likely to come across on social
media platforms.

To ensure consistency across the four VAIIs, we controlled dif-
ferent aspects of their appearance and presentation, keeping every-
thing except for our independent variable, the degree of human-
likeness, identical in the prompts given to Midjourney. The consis-
tent characteristics included ethnicity (east asian), facial appearance
(natural, no makeup), hair colour and style (neat up-do, dark brown
to black hair), as well as the VAIIs’ positioning (head and body facing
camera), and type of portrait (half-length). For the human-likeness,
we adjusted the prompt wording for each VAII by specifying the
following descriptors, listed in decreasing order of human-likeness:
‘female human’, ‘female avatar’, ‘3D cartoon character’, and ‘2D
animation character.’ Additionally, the realism of the VAIIs was
specified, with the ‘female human’ being ‘hyper-realistic’ while the
other three digital renders as ‘slightly realistic’ to prevent Midjour-
ney from producing renders that were overly imaginative. While
each VAII generated is visually human-like, they represent different
degrees of human-likeness within the spectrum of looking human.

1https://www.midjourney.com/home

Some of these differences are depicted visually in the VAII’s skin tex-
ture and the facial portions. For example, the High VAII resembles a
human and has an uneven skin-tone with natural lighting and facial
asymmetry, while the other three VAIIs have glossier, almost plas-
ticine skin and symmetrical faces. Further, for the Moderate-High
VAII, the facial proportions are more grounded in human anatomy
whereas the Moderate-Low VAII has exaggerated features that have
been stylised similar to Pixar animated characters. Finally, the Low
VAII is highly stylised, also resembling a cartoon character with
exaggerated features but with simplified 2D textures.The prompts
used for generating each VAII can be found in Appendix A.

3.1.2 Self-disclosure Messages. We used ChatGPT-42 to produce
the message content for our study. We prompted the language
model to generate popular topics that online influencers might
create content on, in order to share personal experiences or opin-
ions to connect with their audience. From this list of topics, we
selected ‘Personal Challenges and Growth’ as our focus, and fur-
ther prompted ChatGPT to craft messages as if it were an online
influencer sharing a video on this topic, including personal experi-
ences. We generated four variations of messages within this topic:
Overcoming Fear of Failure, Embracing Change, Finding Balance,
and Nurturing Self-Compassion. These message contents contained
several instances of first-person references such as ‘I’ve learned (...)’
or ‘I felt (...)’. Further, we used ChatGPT to create another version of
each message without self-disclosure or personal anecdotes—giving
us a total of eight AI-generated messages. The message content can
be found in Appendix B.

3.1.3 VAII Audio and Video. After creating the four VAII characters
and the message scripts, we used ElevenLabs3 to produce the text-
to-speech human voice audio with the message content. Due to the
within-subjects nature of our study, we opted to select different
voice profiles for each VAII to avoid potential biases that may arise
if participants recognised the same voice across all stimuli. As the
participants of our study were based in the U.S., we selected voice
profiles labelled as having American accents, all with a clear and
deliberate narration tone.

Finally, we combined the VAIIs and the audio narration using
HeyGen4, an AI video generator platform. HeyGen works by re-
ceiving the static images and animating the VAIIs while trying to
match the mouth movement to the uploaded audio. This resulted
in a total of eight videos for the main experiment (4 VAIIs x 2 levels
of self-disclosure).

3.2 Manipulation and Confounding Checks
Prior to the main experiment, we conducted manipulation checks
to ensure our VAIIs and the messages reflected the prescribed de-
grees of perceived human-likeness and self-disclosure. Further, we
conducted confounding checks to ensure that messages with and
without self-disclosure did not inadvertently affect the perceived
appropriateness and valence of the content. These confounding
checks are necessary to ensure that perceived appropriateness and
message valence did not have significant differences, as that can

2https://chatgpt.com/
3https://elevenlabs.io/
4https://www.heygen.com/
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(a) High (b) Moderate-​High (c) Moderate-​Low (d) Low

Figure 1: VAIIs created for the purpose of this study. From left to right: High human-like (H), Moderate-High human-like (MH),
Moderate-Low human-like (ML), Low human-like (L).

interfere with the interpretation of the manipulation. This isolates
the aforementioned confounding factors from the influences of
self-disclosure on the messages [57].

Following Nah’s [45] method of validating self-disclosure mes-
sages, we confirmed the presence of self-disclosure in our messages
by measuring their perceived intimacy. Intimacy [45] of the mes-
sage was measured using two items, each with a 7-point Likert scale
(1 = not at all, 7 = very), with the expectation that messages with self-
disclosure should be perceived as significantly more intimate than
messages that did not contain self-disclosure. Appropriateness [3]
was measured using four items, each with a 7-point semantic differ-
ential scale, while valence [45] was measured with a single item on a
7-point semantic differential scale. According to previous literature,
non-verbal cues from the messenger can influence perceptions of
the message itself [60]. Thus, we measured the messages’ intimacy,
appropriateness, and valence separate from the videos in order to
prevent confounds.

Table 1: Manipulation and confounding check results from
Welch’s Two Sample t-tests for Message Intimacy, Appropri-
ateness, and Valence.

Self-disclosure video No-disclosure video
M SD M SD

Manipulation check
Message intimacy*** 4.60 1.38 3.55 1.49
Confounding check
Message appropriateness 5.63 1.04 5.81 1.07
Message valence 6.15 0.71 6.09 0.78

We used Prolific5 to recruit a total of 48 independent raters and
compensated them based on the hourly rate recommended by the
platform ($ 15.66 USD) at the time of data collection. Half of the
5https://www.prolific.com/

raters reviewed the messages with self-disclosure, and the other half
reviewed the four messages without self-disclosure. After reading
each message, the raters were required to complete three surveys
measuring perceived intimacy of the message, appropriateness of
the message, and valence of the message, respectively.

Table 1 displays the descriptive statistics from our manipula-
tion and confounding check results. The manipulation for the self-
disclosure messages was verified as our raters evaluated the mes-
sages with self-disclosure as significantly more intimate (Welch’s
t(183.08) = 4.98, p < 0.001, d = 0.730) than those without self-
disclosure.

Additionally, no significant difference was observed in message
appropriateness, with both conditions being rated as appropriate
(Welch’s t(181.71) = -1.12, p = 0.266, d = -0.165). Similarly, the va-
lence of messages with and without self-disclosure was rated to
be positive, with no statistically significant difference between the
two (Welch’s t(179.93) = 0.61, p = 0.546, d = 0.089). These results
together validated the intimacy of messages with self-disclosure,
and confirmed the intended lack of change in appropriateness and
valence in messages with absent/present self-disclosure.

Next, we recruited another group of 41 raters to evaluate the
human-likeness of the generated VAII videos compared to our in-
tended categorisation. Participants were split into two groups: one
group viewed videos of our VAIIs with the self-disclosure messages,
while the other group viewed videos without. Each participant was
asked to rank the videos from most human-like to least human-like.
The videos were randomised to mitigate order effects.

We measured the level of agreement by comparing the raters’
ranking with our designated human-likeness classification. Figure
2 shows the frequency with which each VAII was assigned to the
intended level of human-likeness by the raters. Based on the results,
we concluded that the manipulations of self-disclosure as well as
human-likeness were successful, allowing us to confidently use the
stimuli in our experiment.
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our manipulation check
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Figure 3: Experimental procedure of our study

3.3 Participants
We recruited a total of 120 U.S.-based participants for our main
study through the Prolific platform with a mean age of 39.7 (SD
= 11.1). We filtered for participants who have an approval rating
of ≥ 99%, and at least 500 Prolific submissions. The median time
taken to complete the study was 22 minutes, and participants were
compensated with $ 15.66 USD per hour. The study was approved
by the Human Ethics Committee of our university.

3.4 Procedure
Figure 3 shows the experimental procedure we adopted for this
study. The survey began with a plain language statement that in-
formed participants what the study was about. This was followed by
measuring participants’ dispositional empathy and anthropomor-
phising tendencies. To ensure a robust measurement of empathy,
we drew inspiration from previous studies that separately measured
participants’ cognitive empathy, affective empathy, and relevant

empathic responses [64]. We measured cognitive empathy and em-
pathic response by adapting the subscales of perspective taking
and fantasy respectively, from the Interpersonal Reactivity Index
(IRI) [15]. Both subscales contained 7 items measured on a 5-point
Likert scale (‘Strongly Disagree’ to ‘Strongly Agree’). Affective em-
pathy was assessed using the emotional contagion subscale that
was adapted from Stiff et al. [61]. The tendency to anthropomor-
phise was measured with a 5-item, 11-point numerical rating scale
(0 = not at all; 10 = very much), adapted from the technology device
subclass of the bigger Individual Differences in Anthropomorphism
Questionnaire (IDAQ) [67].

Subsequently, we briefed the participants that they would be
watching four short-form videos. In our instructions, we asked
participants to imagine that they were scrolling through social
media and had come across these ‘lifestyle influencers’ sharing life
advice relevant to the participants’ current experience of facing
personal challenges. Next, participants saw each of the four videos,
which were counter-balanced to include all possible sequences of
our stimuli to mitigate order effects. To prevent participants from
skipping the videos, we included a 30 second delay timer for the
display of the ‘Next’ button. After each video, participants answered
an open-ended question, Q1: ‘What traits or characteristics do you
find most appealing or off-putting about [VAII Character]?’.

Following this, we measured the dependent variable—message
acceptance—with a 3-item, 5-point likert scale adapted from Shen
[55]. Participants were asked to indicate their agreement for the
following items: ‘I support what the message was trying to accom-
plish’, ‘I agree with the position advocated in the message’, and ‘I am
favourable toward the main point of the message’.

Further, participants were asked another open-ended question,
Q2: ‘How do you feel about the message shared by [VAII Character]?
Would you share it with a friend? Please elaborate.’ to understand
their thoughts on the message delivered by the VAII. Finally, par-
ticipants were thanked with a short message and redirected back
to Prolific.

3.5 Analysis
3.5.1 Quantitative Analysis. As the data collected is ordinal, we
utilised a Cumulative Link Mixed Model (CLMM) to investigate
the relationships between message acceptance and each of the
following factors: human-likeness (RQ1), presence/absence of self-
disclosure (RQ2) and dispositional factors (RQ3). Further, we used
Estimated Marginal Means (EMM) to analyse the effects of our
predictors on message acceptance to account for population dy-
namics compared to raw means. Our model was also tested for
multicollinearity by computing the Variance Inflation Factors (VIF)
across all predictors, with all values below 5 which indicated an
absence of multicollinearity [25].

3.5.2 Qualitative Analysis. Two independent coders analysed the
qualitative data using an inductive approach. The analysis aimed to
understand how the VAIIs’ human-likeness and self-disclosure may
have affected message acceptance and sought to identify additional
issues that may explain participants’ appraisal of the VAIIs. The two
coders began by familiarising themselves with the data indepen-
dently to ensure a deep understanding of its contents. Following an
inductive approach, they identified a set of high-level themes based
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on the data, which served as a framework for clustering the codes.
Afterwards, they met to discuss and refine these themes, addressing
any discrepancies to ensure consistency in the coding process. The
qualitative responses were grouped into the following themes: the
realism of a VAII, participants’ resonance with the messages, and
their perceived human-like attributes of a VAII.

4 Results
We addressed our three research questions through one CLMM
to predict participants’ message acceptance by VAIIs using the
following variables:

• Human-likeness: High (H), Moderate-High (MH), Moderate-
Low (ML), Low (L)

• Self-disclosure: Present, Absent
• Cognitive Empathy: Perspective Taking. Averaged from 7-
item Likert scale.

• Affective Empathy: Emotional Contagion. Averaged from
7-item Likert scale.

• Fantasy: Empathic response towards fictional characters.
Averaged from 7-item Likert scale.

• Tendency to Anthropomorphise: Averaged from 5-item rat-
ing scale.

Next, we describe our main findings in detail with regards to
each of the research questions. The full model results can be found
in Appendix C.

4.1 Quantitative Findings
4.1.1 RQ1: Influence of Human-likeness on Message Acceptance.
Our results indicate that human-likeness is a main effect for partic-
ipants’ message acceptance. Figure 4 displays the statistically sig-
nificant estimated contrasts between the different human-likeness
levels from our model. We report the coefficients from our logit
link CLMM models which we present as standardised effect sizes
using Cohen’s d. Additionally, we present the magnitude of change
via estimated marginal mean values, as this approach allows us
to understand the magnitude of the effect of human-likeness on
message acceptance.

For the low human-like VAII, we observe a significant positive
effect (Cohen’s d = 0.330, SE = 0.115, p < 0.01). This implies that
participants had a higher probability of accepting themessage when
they encountered the low human-like VAII (EMM = 4.66, SE = 0.361),
as shown in Figure 4.

Conversely, we observed a negative effect onmessage acceptance
for the moderate-low human-like VAII. This effect was statistically
significant (Cohen’s d = -0.336, SE = 0.111, p < 0.01). Thus, partici-
pants rejected the message when the messenger’s human-likeness
was moderately-low (EMM = 3.99, SE = 0.350), as depicted in Fig-
ure 4.

4.1.2 RQ2: Impact of Self-disclosure on Message Acceptance. We
did not observe a statistically significant impact of self-disclosure
on the acceptance of the messages (𝛽 = 0.296, SE = 0.309, p = 0.337).

4.1.3 RQ3: Impact of Dispositional Factors on Message Acceptance.
We observed that participants’ cognitive empathy impacted their
message acceptance as visualised in Figure 5. Cognitive empathy,

Figure 4: Comparison of effect size for different levels of
human-likeness
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Figure 5: Estimated Marginal Means of Message Acceptance
across participants’ reported tendency for Perspective Taking

which was measured as a dispositional factor of participants’ re-
ported tendency of perspective taking, was statistically significant
for participants’ decision for message acceptance (𝛽 = 2.608, SE =
0.460, p < 0.001).

Additionally, Figure 6 highlights the trends of participants’ pre-
dicted message acceptance when both participants’ affective em-
pathy and the human-likeness of the VAIIs were taken into ac-
count. Affective empathy was measured as participants’ tendency
of emotional contagion. We measured the moderating effect of
human-likeness on the tendency of emotional contagion as affec-
tive empathy can be caused by the visual exposure to the emotional
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Figure 6: Predicted message acceptance across participants’
reported tendency for emotional contagion and human-
likeness

expressions of others [20]. We observe a significant negative ef-
fect of affective empathy for the moderate-high VAII on message
acceptance in Figure 6.

Subsequently, we conducted a pairwise contrast to examine the
differences between the levels of human-likeness—with affective
empathy—onmessage acceptance, as shown in Table 2.We observed
that participants with higher reported affective empathy in the form
of emotional contagion were more likely to accept the message from
the high human-like VAII compared to the moderate-high human-
like VAII (EMM = 1.170, SE = 0.282, p < 0.001). Similarly, participants
with higher reported emotional contagion were more likely to
accept the message from the high human-like VAII compared to
the low human-like VAII (EMM = 0.881, SE = 0.283, p = 0.01). The
empathic response of fantasy and tendency to anthropomorphise
were not significant factors in message acceptance.

Table 2: Contrasts of model estimates

Contrast Estimate SE p-value

H - MH*** 1.170 0.282 < 0.001
H - ML 0.632 0.270 0.090
H - L** 0.881 0.283 0.010
MH - ML -0.539 0.275 0.202
MH - L -0.289 0.283 0.737
ML - L 0.250 0.272 0.795

4.2 Qualitative Findings
Our qualitative analysis revealed that participants had differing
perceptions about each of the VAIIs. Participants were reluctant to
accept messages from the High human-likeness VAIIs, which they
perceived as being ‘too realistic’ and therefore masquerading as a
person. Messages shared by the Low human-like VAII were seen

as more acceptable because this VAII was clearly distinguishable
from a human. Regarding self-disclosure, we found that participants
viewed the VAIIs as unable to have human experiences, potentially
explaining why self-disclosure did not have an effect on message
acceptance. Lastly, we found evidence that the participants tended
to anthropomorphise the VAIIs, attributing empathetic personality
traits and evidencing a tendency towards dispositional perspective
taking.

4.2.1 Realism of the VAIIs. Our analysis suggests that the realism of
the VAIIs was perceived negatively by some participants, potentially
explaining the lack of message acceptance among the VAIIs with
higher human-likeness. For example, after viewing the Moderate-
High VAII’s video, P92 said that the character “doesn’t look real, but
is trying to be. It makes me uncomfortable.” (P92, Moderate-High,
No-SD). In fact, the increasing realism of the VAIIs created a sense
of discomfort: “This one was more realistic, and I found that to be
even more unsettling than the previous ones.” (P9, High, No-SD).

Participants’ discomfort over the realism of the VAIIs could ex-
plain their message acceptance for the Low human-like VAII. For
example, P60 commented that “because you can tell she was not a
person, it wasn’t as bad as previous virtual humans.” (P60, Low, SD).
In fact, some found the artistic style of the Low human-likeness
VAII to be more appealing: "even though you can tell it was an AI, I
liked the style of it better" (P87, Low, No-SD) and “I like the art style
” (P12, Low, SD). Participants also found the VAII to be relatable
when mirrored with their personal experience: “I liked her messy
appearance. Reminded me what I look like when facing difficulties.”
(P116, Low, SD). The perceived age of the VAII was also noted as
something that made them relatable: “She looks like an anime char-
acter. Her voice matches her looks. She looks like someone close to my
age so it is easier to relate to her.” (P81, Low, SD).

We also identified the possible reason participants reject mes-
sages from the Moderate-Low human-like VAII. Participants per-
ceived the Low human-like VAII as attempting to mimic a human:
“[VAII] is a cartoon character who pretends to be a person and at-
tempts to give serious life advice. I find it hard to find something to
like about her.” (P65, Moderate-Low, No-SD). Further, the style of
the VAII mattered as participants disliked the 3-D animated design
of the Moderate-Low human-like VAII: “Now [VAII] was the worst
digital rendering with too large of a head. Her entire face looked like
a Pixar animation, the least realistic besides the fixated eyes and the
out-of-sync mouth to speech.” (P30, Moderate-Low, No-SD).

Furthermore, the artificial nature of the VAII disrupted partic-
ipants’ sense of realism as well. Although some participants per-
ceived the messages positively, they were unsettled by the VAIIs
regardless of whether they were the most human-like: “I found the
message appealing but the AI image unsettling.” (P18, High, No-SD)
or the least human-like: “The message is good, but the character is AI.
It’s off-putting.” (P26, Low, No-SD). Some participants mentioned
the uncanny valley effect as a possible explanation for their feelings:
“The uncanny valley effect made it difficult for me to concentrate on
the message.” (P3, Moderate-High, SD).

4.2.2 Resonance with the Message. Participants’ responses suggest
that the presence of self-disclosure was not taken seriously because
of the belief that the VAIIs are unable to have human experiences.
For example, P55 said that "all I could think of was that she was
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making up things she had experienced." (P55, High, SD). Likewise,
participants struggled with the idea that a VAII could have a human
experience: “I think the message is fine and support it, but coming
from an AI it means nothing, because the hardships it describes it can
never understand at its current level” (P66, Moderate-Low, SD).

Nevertheless, participants did view the content of the messages
as agreeable and logical, even if they were reluctant to accept them
from some of the VAIIs. For instance, P41 wrote: “I agree with the
message and can relate to it. I would also share this with a friend
if they needed to hear it.” (P41, Moderate-High, No-SD). P7 found
some of the messages relatable: “The message resonate with me and
yes, I would share it with a friend.” (P7, High, SD). Some partic-
ipants acknowledged that while the messenger was in this case
AI-generated, the message should still be shared for its perceived
positive value: “Honestly yeah I would share it with a friend. Al-
though it’s AI generated, the message is good. She’s clearly trying to
spread positively and that’s a good thing, especially coming from AI.”
(P4, Moderate-High, No-SD).

However, some participants are less inclined to share the video
as they state their preference for a human messenger: “The message
should be delivered by a human if it involves emotion. I would not
share with a friend.” (P14, Moderate-High, SD). Some stated they
would share the message separately from the VAII messenger: “I
wouldn’t share it because it’s an AI but I might tell my friends what
[the VAII character] said but put it in my own words.” (P29, Low,
No-SD).

4.2.3 Perception of Human-like Attributes in the VAIIs. Although
we did not observe statistical significance in our quantitative results
for participants’ tendency to anthropomorphise, there were never-
theless traces of anthropomorphisation in participants’ comments
about the VAIIs. Participants often referred to the characters using
personal pronouns as well as assigning a theory of mind to the
VAIIs through perceiving them as having their own beliefs: “I like
that [the VAII character] believes in showing love towards oneself and
not being so hard on yourself.” (P67, Moderate-High, No-SD).

Besides the physical attributes of the VAIIs, we found indications
of participants perceiving human attributes in the VAIIs. Some
participants responded to the messages positively, attributing their
reactions to the VAIIs’ perceived authenticity: “I would share it but
only with a close friend. she delivers her message with simplicity and
authenticity, therefore it’s easy to comprehend and to agree with.”
(P118, Moderate-High, SD), with a participant pointing out that
this could induce feelings of relatability: “[...] She sounded interested
and authentic in her expression of change and it would definitely be
something that would resonate with people.” (P112, High, SD).

Moreover, the VAIIs were perceived as confident: "I found [VAII]’s
confidence and straight-forwardness appealing [...]" (P108, Moderate-
High, SD); intelligent: “[VAII] understood what needs to be done
in our fast paced world.” (P7, Moderate-Low, SD); and honest: "I
liked how [VAII] was extremely honest and open about her experi-
ences regarding fear of failure." (P93, Low, SD). Further, participants
attributed personality traits to the VAIIs which aligned with the
messages, like empathy: “She seems energetic, empathetic and more
in touch with society.” (P35, High, No-SD) as well as compassion:
“She came across as compassionate and caring I found her to be be-
lievable.” (P17, Moderate-High, No-SD), which complements our

results in which participants’ dispositional perspective taking was
statistically significant.

On the other hand, some participants perceived negative traits
from the VAIIs, like not being genuine: “She doesn’t seem very gen-
uine, not likeable.” (P70, Moderate-Low, No-SD) or having a patron-
ising attitude: “The condescending tone is off-putting.” (P42, High,
SD).

5 Discussion
5.1 Impact of Human-Likeness (RQ1) and

Self-Disclosure (RQ2) on Message
Acceptance

We found that human-likeness has a significant impact on message
acceptance (RQ1). Our results indicate that the Low human-like
VAII held the strongest message acceptance, which corroborates
existing claims that less human-like virtual influencers are more
advantageous for social media users [43]. Beyond finding the 2D
art style more appealing, our participants were more willing to
accept the message from the VAII when they perceived the VAII as
not attempting to visually mimic human appearance. Interestingly,
within the lower spectrum of human-likeness, we observed an
adverse reaction to message acceptance for the Moderate-Low VAII
where participants perceived it as attempting to mimic a human.We
found that participants were more sensitive to the 3D animation
style of the VAII, which supports previous literature that found
a negative relationship between audiences’ emotional bond and
perceived immersion with realistic 3D characters as opposed to less
realistic characters [6].

In addition, our participants also experienced the Uncanny Val-
ley effect as they directly referred to the phenomenon as well as
perceiving some of the more human-like VAIIs as ‘creepy’ or ‘unset-
tling’. Current technologies are limited as AI-driven animation has
not arrived at the point of being fully realistic or indistinguishably
human. Hence, our results support the findings of existing research
that the Uncanny Valley effect experienced by participants is fur-
ther exacerbated by slight design and movement abnormalities—
otherwise known as feature abnormalities—in the VAIIs [10, 53]. As
Generative AI technologies continue to advance, social media users
are more likely to accept messages from High human-like VAIIs,
particularly if abnormalities with AI video animation of human-like
VAIIs are eliminated.

We did not find a statistically significant effect of self-disclosure
on the acceptance of VAIIs’ messages (RQ2). Previous research has
shown that self-disclosure by virtual agents is an effective method
for inducing relatability and acceptance from people [64]. However,
our qualitative analysis revealed that participants referenced VAIIs
as being unable to have had a lived human experience. The human-
like appearances and feature abnormalities of the VAIIs could have
been a factor for participants’ disbelief that VAIIs can comprehend
human experiences or hardships. Notably, participants still found
the message content to be agreeable, and they would share the
messages, provided it was coming from a human messenger. Hence,
whenHigh human-like VAIIs become indistinguishable from human
influencers, self-disclosure has the potential to have a significant
positive effect on message acceptance.
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5.2 Influence of Dispositional Factors (RQ3) on
Message Acceptance for VAIIs

We found that perspective taking—cognitive empathy—had a sig-
nificant positive effect on message acceptance. Even though partic-
ipants held strong beliefs that VAIIs have the inability to undergo
human experiences, many still managed to relate strongly to the
VAII and the message they delivered. Participants with higher cog-
nitive empathy perceived positive values from the messages and
supported the distribution, as well as perceived the VAIIs as pos-
sessing beliefs or values on the message they deliver. This supports
previous work that found people with high cognitive empathy have
a greater willingness to follow virtual influencers [40].

However, participants with higher reported affective empathy—
measured as emotional contagion—had a higher probability of ac-
cepting messages from the High human-like VAII compared to the
Moderate-High human-like VAII and Low human-like VAII. This
finding aligns with existing literature suggesting that individuals
with high affective empathy are generally more receptive to emo-
tionally expressive agents [66]. Moreover, although we did not ob-
serve any statistical significance for the tendency to anthropomor-
phise predictor, our qualitative analysis indicated that participants
strongly anthropomorphise the VAIIs. Our participants consistently
referred to them with feminine pronouns as opposed to the neu-
tral form of ‘it’ for an inanimate object. One possible explanation
for the lack of significance is that this measure, which has been
used to assess the tendency of individuals to anthropomorphise
an array of technological agents, may not adequately capture the
nuances of individuals’ tendency to anthropomorphise VAIIs. This
highlights the need for the development of a more comprehensive
measure specific to virtual characters in online communities. While
existing literature suggested that self-disclosure in a parasocial in-
teraction will increase message acceptance [45], our participants
displayed signs of parasocial interaction with the VAIIs regardless
of self-disclosure in the message delivered by the VAIIs. Participants
attributed human personalities to the VAIIs, which was occasion-
ally based on the message content delivered by the VAIIs. The act
of attributing characteristics to the VAIIs led some participants to
further personify them as a mentor or friend.

5.3 Implications for the Use of VAIIs
VAIIs offer a new avenue to provide marketable digital mascots
designed to propagate messages in a scalable and customisable
manner. The application of virtual influencers itself is becoming
increasingly frequent, with prior work indicating that anthropo-
morphic chatbots on company websites can increase a brand’s
perceived likeability, trustworthiness, and likelihood to purchase
a product [9, 63]. Our findings contribute to industry research by
identifying that the uncanny effect of digital VAIIs can undermine
the acceptance of the messages they deliver, thus industries and
promoters should seek more highly animated VAIIs to help prop-
agate their messages. Likewise, digital marketing should rely on
evoking feelings of empathy and balanced visual human-likeness
within their VAIIs, as this further enhances message acceptance
relevant for advertising. Likewise, VAIIs remain most effective at
propagating a convincing message when they self-recognise that
they are not capable of human experiences. Our findings reiterate

those of Govers et al. [23], who identified that social media chat-
bots with perceived objectivity and ethereal non-human presence
enhanced message acceptance.

Beyond commercial, our findings relate to the utility of anthro-
pomorphic visual agents to act as audio-visual ‘message mascots’
to convey information—akin to mascots such as ‘smokey bear’ in
the U.S. to link animals and fire safety [5], or ‘Sofia’, a digital ambas-
sador to convey messages from the United Nations Development
Programme [41]. In addition, public agencies and governments
have been experimenting with the use of virtual influencers as
a different method of engaging with their audience. It is particu-
larly compelling for these stakeholders to use virtual influencers
for information propagation as they can attract the attention from
“anti-intellectuals” and elicit positive reactions towards messages
they would otherwise disregard from experts [19]. Besides seeking
collaboration with established virtual influencers, as demonstrated
by the World Health Organization (WHO) [16], some organisations
are also exploring the creation of their own VAIIs. For instance,
the Singapore Tourism Board (STB) is seeking to develop their
own VAII for producing trustworthy destination content. Likewise,
World Wildlife Fund (WWF) Spain experienced success in their
collaboration with Meta to develop their own virtual influencer—
Habichuela—to raise awareness on consumption behaviours as
social media users reported changes in behaviour based on the
content published by Habichuela [39].

Importantly, social media platforms should develop codes of
practice and conduct which attribute human-responsibility to their
virtual personas rather than targeting the technology itself. For
instance, the underlying AI technology companies, such as Midjour-
ney, GPT-4, and ElevenLabs, used in our study should not require
editorial liability (i.e., the attribution of responsibility to any deriva-
tives of their content, such as a VAII that promotes harmful mes-
sages, as occurred with Microsoft’s Tay experiment [69], and other
adversarial bots that can mimic social content [21, 22]). Instead,
VAIIs should be accountable to their specific creator—given the
variety of benevolent and malevolent use cases for audio-visual AI
technology. Currently, few countries or platforms have policies for
VAIIs—an issue also seen by the lack of deepfake regulation/law [50].
Given that participants saw their VAII as “someone [they] would
hang out with”, and “like a friend”, it is vital for research, industries,
and governments to ascribe human-accountability to the creators
of autonomous VAIIs to prevent abuse.

5.4 Limitations and Future Work
While the VAIIs were designed based on traditional influencer statis-
tics, it is plausible that homophily may inform message acceptance.
Future work should examine human-like VAIIs with different demo-
graphics. Furthermore, our study deliberately used VAIIs in order to
compare the impact of situational and dispositional factors on mes-
sage acceptance for VAIIs. Although essential to the purpose of our
study as our intention was to examine message acceptance across
VAIIs of different human-likeness, this may have limited the gen-
eralisability of our findings to message acceptance for human-like
virtual influencers. Future work can explore message acceptance
for VAIIs contrasted with a human influencer baseline to examine
the effectiveness of VAIIs compared to a ‘traditional’ influencer.
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Additionally, we also acknowledge the limitation of validating
the reflected self-disclosure of our stimuli using an indirect method
of measuring perceived intimacy as the manipulation check. Fu-
ture research related to self-disclosure of VAIIs should consider an
annotation approach to validate absent or present self-disclosure
as a more direct method of measuring whether the manipulated
self-disclosure is behaving as intended [65]. Finally, virtual influ-
encers can come in the form of anthropomorphic animals or objects,
which could be advantageous for suppressing the Uncanny Valley
effect [10]. We encourage future research to investigate the differ-
ences in message acceptance between Low human-like VAIIs and
non-human VAIIs for better message propagation.

6 Conclusion
In this study, we examined how human-likeness, self-disclosure,
and individual differences influence the acceptance of messages
from VAIIs. Our findings highlight the impact of different human-
likeness in VAIIs on message acceptance. Further, we found that
message acceptance from VAIIs is influenced by the Uncanny Valley
effect. In addition, we note that contrary to previous work on vir-
tual agents’ self-disclosure for better acceptance of the agents [64],
self-disclosure did not significantly impact message acceptance as
participants believed that VAIIs are unable to understand human
experiences. Our findings also highlight the positive moderating
effects of users’ dispositional cognitive empathy and affective em-
pathy on message acceptance, with high cognitive empathy individ-
uals more likely to accept messages from VAIIs, and high affective
empathy individuals being more likely to accept messages from
High human-like VAIIs over Moderate-High human-like or Low
human-like VAIIs. We envision that VAIIs will play an important
role in various future applications, including entertainment, mar-
keting, and government or public agency communications. Our
findings are highly valuable in these areas for effective message
dissemination and engagement.
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A Avatars
We generated the avatars of our stimuli using Midjourney with the
following prompts:

High human-like
an east asian female human in her 20s, with light skin,

natural, no make up, russet brown colored eyes, neat
updo hairstyle, dark brown to black hair, wearing plain
black t-shirt, image in close-up portrait, shallow
depth of field to emphasize subject, subject head and
body directly facing camera, gray blurred background,
hyper realistic photography, half body, color correction
–ar 9:16

Moderate-High human-like
an east asian female avatar in her 20s, with light

skin, natural, no make up, russet brown colored eyes,
neat updo hairstyle, dark brown to black hair, wearing
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plain black t-shirt, image in half-length portrait,
shallow depth of field to emphasize subject, subject
head and body directly facing camera, uncanny valley,
slightly realistic, half body, color correction –ar
9:16

Moderate-Low human-like
an east asian female cartoon character in her 20s,

with light skin, natural, no make up, russet brown
colored eyes, neat updo hairstyle, dark brown to black
hair, wearing plain black t-shirt, image in half-length
portrait, shallow depth of field to emphasize subject,
subject head and body directly facing camera, slightly
realistic, half body, color correction –ar 9:16

Low human-like
an east asian female human in her 20s, with light skin,

natural, no make up, russet brown colored eyes, neat
updo hairstyle, dark brown to black hair, wearing plain
black t-shirt, image in half-length portrait, shallow
depth of field to emphasize subject, subject head and
body directly facing camera, slightly realistic, half
body, color correction –ar 9:16

B Message Content
We generated the message content of our stimuli using ChatGPT
(GPT-4) with the following prompt:

Imagine you are an influencer, give me four different
variations you might say related to personal challenges
and growth in a 30 second video in an attempt to relate
to your followers. You should have two versions with
each variation: one with a self-disclosure message in
which you are sharing something very personal about
yourself, like a personal experience or personal opinion,
and a second version that’s the same message but stripped
of anything personal.

The generated messages used for the study are as follows:
Overcoming Fear: Present Self-Disclosure
Hey! Today, I want to open up about something that’s

been a big part of my life: my fear of failure. I
used to be terrified of making mistakes or not meeting
expectations. It held me back in so many ways, and I
know I’m not alone in this. I’ve learned that failure
isn’t the end of the world; it’s actually a stepping
stone to success. Each time I’ve stumbled, I’ve gained
invaluable lessons that have helped me grow stronger
and more resilient. So, I want to encourage you to
embrace your fears and see them as opportunities for
growth. Remember, it’s not about avoiding failure, it’s
about how we bounce back and keep moving forward.

Overcoming Fear: Absent Self-Disclosure
Hey! Today, I want to talk about something that

many of us face: the fear of failure. It’s a common
feeling, and it can hold us back in so many ways.
But here’s the thing - failure isn’t the end of the
world; it’s actually a stepping stone to success. Each
time we stumble, we gain invaluable lessons that can
help us grow stronger and more resilient. So, I want

to encourage you to embrace your fears and see them
as opportunities for growth. Remember, it’s not about
avoiding failure, it’s about how we bounce back and
keep moving forward.

Embracing Change: Present Self-Disclosure
Hello. Let’s talk about change. Change can be scary,

right? I’ve had my fair share of changes, from moving
to a new city to switching careers. Each time, I felt a
mix of excitement and anxiety. But I’ve come to realize
that change is a natural part of life and growth. I
want to share with you that it’s okay to feel uncertain
about change. What’s important is to stay open-minded
and adaptable. Change can lead to new opportunities
and experiences that we might never have imagined. So,
let’s embrace change together and see where it takes
us!

Embracing Change: Absent Self-Disclosure
Hello! Let’s talk about change. It’s a natural part of

life and growth, but it can also be scary. It’s normal
to feel a mix of excitement and anxiety when facing
change, whether it’s moving to a new city, switching
careers, or any other major life event. What’s important
is to stay open-minded and adaptable. Change can lead to
new opportunities and experiences that we might never
have imagined. So, let’s embrace change and see where
it takes us. Remember, it’s about staying flexible and
making the most of the opportunities that come our way.

Finding Balance: Present Self-Disclosure
Hey everyone! Today, I want to talk about something we

all struggle with: finding balance. In our fast-paced
world, it’s easy to feel like we’re constantly juggling
responsibilities, and it can be overwhelming. I’ve
been there, trying to balance work, personal life, and
self-care. It’s been a journey, but I’ve learned that
it’s okay to take a step back and prioritize what truly
matters. Remember, it’s not about doing everything
perfectly, but about finding harmony in our lives. Let’s
strive for balance together and support each other along
the way.

Finding Balance: Absent Self-Disclosure
Hey everyone! Today, I want to talk about finding

balance. In our fast-paced world, it’s easy to feel
like we’re constantly juggling responsibilities, and it
can be overwhelming. Finding balance is a challenge for
many of us, but it’s crucial for our well-being. It’s
not about doing everything perfectly, but about finding
harmony in our lives. Taking a step back to prioritize
what truly matters can make all the difference. Let’s
strive for balance together and support each other along
the way.

Nurturing Self-Compassion: Present Self-Disclosure
Hey everyone! Today, I want to get personal and talk

about self-compassion. I’ve always been my own toughest
critic, constantly pushing myself to do more and be
better. But I’ve learned that being kind to myself is
just as important as striving for success. I’ve realized
that self-compassion is not about being easy on myself,
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but about treating myself with the same kindness and
understanding that I would offer a friend. It’s been
a game-changer for me, and I want to encourage you to
embrace self-compassion too. Remember, you are enough,
just as you are.

Nurturing Self-Compassion: Absent Self-Disclosure
Hi! Let’s talk about something important: self-compassion.

In a world where we’re often our own toughest critics,
it’s crucial to remember to be kind to ourselves. Self
-compassion is not about being easy on ourselves, but
about treating ourselves with kindness and understanding.
Embracing self-compassion can be a game-changer. It’s
about acknowledging that we are enough, just as we are.
So, let’s practice being kind to ourselves and remember
that it’s okay to be gentle with our own hearts.

C Model Results

Table 3: Model estimates with standard errors and p-values
for human-likeness, self-disclosure, and interaction terms.

Predictor Estimate Std. Error p-value

Human-likeness (MH) 1.857 0.664 0.005

Human-likeness (ML) 0.999 0.649 0.124

Human-likeness (L) 2.882 0.678 <0.001

Self-disclosure (Absent) 0.296 0.309 0.338

Perspective Taking 2.608 0.460 <0.001

Tendency to Anthropomorphise -0.036 0.176 0.840

Human-likeness (H):Fantasy -0.005 0.455 0.992

Human-likeness (MH):Fantasy -0.087 0.456 0.849

Human-likeness (ML):Fantasy -0.205 0.453 0.650

Human-likeness (L):Fantasy -0.609 0.459 0.185

Self-disclosure (Present):Emotional Contagion 0.202 0.484 0.677

Self-disclosure (Absent):Emotional Contagion 0.096 0.493 0.847

Human-likeness (MH):Emotional Contagion -1.170 0.282 <0.001

Human-likeness (ML):Emotional Contagion -0.632 0.270 0.019

Human-likeness (L):Emotional Contagion -0.881 0.283 0.002
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