Understanding, Mitigating, and Leveraging Cognitive Biases to
Calibrate Trust in Evolving Al Systems

Saumya Pareek Nattapat Boonprakong Naja Kathrine Kollerup
The University of Melbourne National University of Singapore Aalborg University
Parkville, VIC, Australia Singapore Aalborg, Denmark
Si Chen Simo Hosio Koji Yatani
University of Notre Dame University of Oulu University of Tokyo

Notre Dame, IN, USA

Yi-Chieh Lee

National University of Singapore
Singapore

Oulu, Finland

Ujwal Gadiraju
Delft University of Technology
Delft, Netherlands

Tokyo, Japan

Niels van Berkel
Aalborg University
Aalborg, Denmark

Jorge Goncalves
The University of Melbourne
Parkville, VIC, Australia

Abstract

Despite decades of advancements in Artificial Intelligence (AI),
fostering appropriate trust in Al systems remains a challenge. Cog-
nitive biases — systematic deviations from rational judgement —
profoundly influence human decision-making, and reliance on such
“mental shortcuts” can make Al systems appear more or less trust-
worthy than they really are, often undermining collaboration out-
comes. As Al evolves with more sophisticated and persuasive natu-
ral language outputs, particularly through Generative Al (GenAl)
and Large Language Models (LLMs), these biases may manifest
in new and unpredictable ways, calling for their comprehensive
examination. This workshop brings together diverse researchers
from HCI, human-centred Al, cognitive psychology, interaction
design, and related fields to collaboratively explore how cogni-
tive biases influence trust calibration in human-AI interaction and
establish a research agenda. We will explore how biases emerge
across the human-AlI interaction pipeline, what design strategies
can mitigate or even harness these heuristics, and what methods are
needed to study these dynamics effectively. Through a highly inter-
active 90-minute session, participants will map out open challenges,
brainstorm tensions and solutions, chart future research directions,
and share perspectives from their own diverse disciplinary lenses.
Through this workshop, we aim to build a shared understanding of
how cognitive biases influence trust in evolving Al systems, and de-
rive a forward-looking, bias-aware research agenda that promotes
appropriate trust in human-AlI interaction.
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1 Motivation

Al systems have evolved far beyond mere tools; they now act as col-
laborators, advisors, and decision-makers in critical domains such
as healthcare, hiring, and transportation [9, 43], as well as social
companions in everyday life [34, 45, 48]. The past few years have
seen an unprecedented leap in Al capabilities: where traditional
models once produced terse predictions, conversational and voice
agents such as GPT-5 [38] now generate fluent, persuasive, and
seemingly confident natural language responses, fundamentally
transforming human-AlI interaction. This paradigm shift raises a
critical question: How can users learn to trust AI when appropriate,
and equally, to distrust it when necessary?

Appropriate trust is pivotal to effective human-Al interaction.
Achieving this balance relies on how well end-users can calibrate
their trust, i.e., align their trust in Al with the AT’s actual capabilities
and limitations [30, 46]. Miscalibration can lead to over-reliance,
where users forgo their decision agency and accept Al decisions
uncritically [41, 54], or under-reliance, where users remain sceptical
of Al advice, dismissing valuable assistance [24, 44].


https://orcid.org/0000-0002-5240-474X
https://orcid.org/0000-0002-0735-4536
https://orcid.org/0000-0001-7755-9011
https://orcid.org/0000-0002-0640-6883
https://orcid.org/0000-0002-9609-0965
https://orcid.org/0000-0003-4192-0420
https://orcid.org/0000-0002-5484-6066
https://orcid.org/0000-0002-6189-6539
https://orcid.org/0000-0001-5106-7692
https://orcid.org/0000-0002-0117-0322
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.1145/3772363.3778722
https://doi.org/10.1145/3772363.3778722

CHI EA °26, April 13-17, 2026, Barcelona, Spain

It is noteworthy that AI systems have been around for decades,
yet the challenge of fostering appropriate trust in these sys-
tems persists. Why have we struggled to design approaches that
help users trust AI only when warranted, and what aspects of hu-
man cognition contribute to this miscalibration? Human cognition
is shaped by bounded rationality [47]: our limited capacity for at-
tention, memory, knowledge, effort, time, and reasoning leads us
to depend on heuristics, or mental shortcuts, to navigate decisions
and make judgements [18, 31]. These heuristics often serve us well,
allowing us to manage complexity and act effectively in everyday
contexts [19]. However, heuristics can also distort perceptions and
behaviours, giving rise to cognitive biases — defined by Tversky
and Kahneman [25, 52] as systematic, unconscious tendencies to
deviate from rational decision-making. For example, anchoring bias
leads individuals to overly rely on the first piece of information
they encounter [52], while confirmation bias drives people to seek
and interpret information that supports their existing beliefs [37].
To date, over 180 cognitive biases have been documented [2, 17],
with many more “systematic” behavioural effects yet to be clas-
sified as cognitive biases [26]. Recent discourses in psychology
suggest these biases are not flaws but intrinsic features of hu-
man cognition [21, 39]. Yet, Al systems are rarely designed with
them in mind [3, 36], often resulting in persistent challenges of
miscalibrated trust.

Recent discussions in the HCI community suggest that comput-
ing systems—including Al—tend to trigger and amplify existing
cognitive biases in users [3, 7, 8]. Subsequently, these biases sys-
tematically shape, or skew, the way individuals interact with sys-
tems, nudging them towards certain behaviours or decisions [10].
If not properly designed, Al systems can trigger undesired biases,
and thus, make users over- or under-rely on Al [22, 40, 41]. For
instance, automation bias can amplify over-trust in (incorrect) Al
recommendations [20, 41], while anchoring bias can cause initial
impressions of Al performance to disproportionately shape subse-
quent judgements, regardless of actual Al accuracy [1, 42, 51].

We posit that Al systems can and should be designed to alle-
viate the harmful effects of biases. One promising direction is
to equip Al systems with cognitive assistance tools [13, 32, 53, 55]
that help users reflect and make informed decisions. More recently,
researchers [8, 33] have argued that Al systems can benefit from
existing cognitive biases in users, harnessing them to foster ap-
propriate reliance on Al For example, Ma et al. [33] utilised anchor-
ing bias to promote people’s trust in Al Danry et al. [12] leveraged
the framing effect to improve human discernment of logically flawed
statements. By explicitly accounting for these biases in Al design,
and perceiving them as features rather than limitations of the hu-
man mind, Al systems can avoid triggering their undesired effects,
and harness useful heuristics. Such approaches may not only help
individuals manage decision-making but also achieve more optimal
human-Al interactions. However, this is to be noted with the caveat
that mitigating or leveraging the effects of cognitive biases may
sacrifice user agency or experience [6], as these biases are generally
automatic and happen without our awareness.

The advent of Large Language Models (LLMs) has further in-
tensified the challenge of trust calibration in Al Unlike traditional,
task-specific Al systems, LLMs engage users in dynamic, back-
and-forth conversational interactions. This paradigm shift raises

Pareek et al.

pressing questions about how cognitive biases manifest in such
fluid, personalised, and persuasive settings. For example, the author-
ity bias—where people defer to confident or authoritative-seeming
sources [35]—may be exacerbated as LLMs deliver responses with
fluent and persuasive language. Similarly, biases like anchoring and
confirmation bias may surface in new ways, as users’ first impres-
sions of an LLM’s output or the model mirroring users’ own beliefs
can disproportionately shape subsequent trust dynamics. Recent re-
search [11, 29] further argues that LLMs not only mimic human-like
behaviour but also express cognitive biases themselves. Such inter-
actions could reinforce existing biases, exacerbate over-reliance, or
shape users’ trust in unpredictable ways.

These challenges make clear that understanding and ad-
dressing cognitive biases in human-AI trust calibration is
both urgent and unfinished work. It is also a pressing issue
in HCI to design technologies that are calibrated to aspects of hu-
man cognition. This workshop will create a dedicated space for
researchers from HCI, cognitive science, psychology, Al, and inter-
action design to come together to examine how cognitive biases
shape trust calibration in emerging Al systems. Participants will
share discipline-specific perspectives, map open challenges, and
identify concrete research directions. The intended outcome is a
shared foundation for ongoing collaboration and a clearer research
agenda for re-framing Al system design — treating cognitive bi-
ases not as shortcomings or limitations of end-users, but rather
as features of human cognition that must be acknowledged and
meaningfully integrated into design.

1.1 Workshop Topics

We structure the workshop around three focused topics sitting
at the intersection of cognitive biases and trust calibration in Al
systems. Each topic addresses a critical challenge in aligning hu-
man trust with Al capabilities, while accounting for the realities
of human cognition. We designed these topics to spark interdisci-
plinary dialogue and encourage participants to contribute insights
and questions from their respective lenses. Together, these discus-
sions will lay the groundwork for a shared research agenda for
designing human-AI trust calibration approaches that account for
cognitive biases as features of human cognition.

(1) Understanding and Mapping Biases in Human-AI In-
teraction: Despite decades of research, the ways cognitive
biases shape user trust and reliance in Al systems remain
under-characterised, and are also consistently evolving as Al
evolves. Scholars [8, 26] also argue that there is a plethora of
systematic effects not accounted for as cognitive biases. We
ask: In what ways can cognitive biases manifest in human-AI
interaction across domains and tasks (e.g., structured deci-
sion support vs. conversational LLM settings)? Where do
biases typically arise in the human-AI interaction pipeline?
How are these biases currently operationalised in research,
or where might their role be overlooked? What patterns of
over- and under-reliance emerge as a result of these biases?
Can behaviours observed in existing empirical human-AI re-
search be explained, at least in part, through these heuristics
and biases? To support this mapping, we urge participants
to draw on established cognitive bias clusters such as Need
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to Act Fast, Too Much Information, Too Little Information, and

Memory Limitations [2, 17].

Design Strategies — Mitigating Biases and Leveraging

Heuristics: This topic considers how to effectively respond

to biases through meaningful design, without falling into

overly corrective approaches or those that sacrifice user
agency or experience. What interventions (e.g., transparency
scaffolds, system framing, delays before seeing Al response,
just-in-time cues, or behavioural “nudges”) could mitigate
the harmful effects of biases without undermining user au-
tonomy, understanding, or accuracy? What are some design
tensions at play here, and what ethical trade-offs emerge?

When and (should) cognitive biases and heuristics be har-

nessed to improve trust calibration? How can we design Al

systems with cognitive biases and heuristics in mind? What
novel design solutions could LLMs offer to mitigate/leverage
cognitive biases?

(3) Methods and Case Studies: Studying how biases and heuris-
tics shape trust is methodologically complex: these phenom-
ena are often tacit and context-sensitive. The HCI community
lacks a common standard to study cognitive biases [8]. This
topic invites reflection on how best to empirically capture,
quantify, or observe trust miscalibration driven by biases—
whether in the lab or even in the wild. What tools, study
designs, measures, and signals may capture, quantify, or ob-
serve bias-driven trust dynamics? What blind spots exist
in our empirical approaches today, and what would more
robust, ecologically valid, and interdisciplinary approaches
entail?

—~
Do
~

2 Organisers

Our team comprises a mix of junior and senior scholars working
in different areas of expertise — HCI, Al, Social Computing, and
Cognitive Psychology — with a shared agenda of designing AI to
better support human cognition and foster appropriate trust. The
organisers are located across Europe, America, Asia, and Oceania.
e Saumya Pareek is a PhD candidate at the University of Mel-
bourne, Australia. Her research focuses on identifying and under-
standing the factors that shape users’ trust in Al systems, and
leveraging these insights to design strategies that help users cali-
brate their trust in Al systems effectively. She has presented her
work at leading HCI conferences and is involved in interdisciplinary
collaborations in the field of HAI [40-42].

o Nattapat Boonprakong is a Postdoctoral Research Fellow at
National University of Singapore. He investigates how cognitive
biases manifest in the interaction between humans and comput-
ing systems and how they influence the designs of systems and
user interfaces. He has published a series of works on the issue of
cognitive biases in HCI [4, 6-8] and has led a successful workshop
at CSCW’23 pertaining to cognitive biases in human-AI collabora-
tion [5].

o Naja Kathrine Kollerup is a PhD candidate at Aalborg Uni-
versity, Denmark. She investigates the dynamics of trust between
users and Al systems, particularly in how these interactions influ-
ence the understanding and design of Al within healthcare. She has
published and presented her work at HCI conferences [27, 28].
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¢ Si Chen is a Postdoctoral Research Fellow at the University of
Notre Dame, USA. Her research focuses on the intersection of Al in
education, human-computer interaction and Al ethics, particularly
emphasising how emerging technologies impact/support educa-
tional equity and accessibility through human-centred design. She
has co-organised workshops on cognitive biases at CSCW.

o Simo Hosio is an Associate Professor at the University of Oulu,
Finland, where he leads the Crowd Computing Research Group.
His research interests are in digital health, crowd computing, and
human-Al interaction. Hosio has experience in successfully organ-
ising several past workshops at the CHI conference, as well as at
UbiComp and CSCW.

o Koji Yatani is an Associate Professor at The University of Tokyo,
where he leads the Interactive Intelligent Systems Laboratory. His
research lies in Human-Computer Interaction and ubiquitous com-
puting, with a focus on Human-AlI Interaction and human well-
being support. He also leads an international research initiative,
called Mental Well-being Intelligence, supported by JST ASPIRE
for Top Scientists.

¢ Yi-Chieh Lee is an Assistant Professor in the Department of
Computer Science at NUS. His research lies at the intersection of
HCI, social computing, and human-centered Al, with a focus on
designing and deploying Conversational AI (CAI) for social good.
His work has been published at top-tier venues and recognised with
multiple prestigious awards, including Best Paper and Honorable
Mention awards and a Google Research Scholar Award.

e Ujwal Gadiraju is an Associate Professor at Delft University of
Technology, Netherlands, and a Director of the Delft “Design@Scale”
Al Lab. His work lies at the intersection of HCI, Al, and informa-
tion retrieval. His goal is to help people far and wide by fostering
meaningful reliance on Al

o Niels van Berkel is a Professor at Aalborg University, Denmark.
His work seeks to support and enhance human cognition through
digital technology, typically in collaborative and real-world settings.
He has (co-)organised various workshops at CHI, UbiComp, and
CSCW.

e Jorge Goncalves is an Associate Professor at the University of
Melbourne, Australia. His research interests include crowdsourcing,
social computing, affective computing and human-centred Al He
has also served as Workshops Co-Chair for CHI’'19 and CHI'20, and
co-organised many successful workshops at leading HCI venues,
such as CHI, CSCW, and UbiComp [23, 49, 50].

3 Plan to Publish Proceedings

Accepted submissions are non-archival. The workshop website!
will host all accepted papers prior to the conference, fostering early
community engagement. With the authors’ consent, these papers
will remain available on the website as a resource for the broader
research community. Additionally, we will encourage participants
to upload their position papers to arXiv. Authors of the position
papers can reuse their work for future peer-reviewed venues.

4 Workshop Mode, Materials, and Accessibility

The workshop will be conducted entirely in person, structured
as a single 90-minute session prioritising hands-on activities

Uhttps://chi-bias-trust.github.io/


https://chi-bias-trust.github.io/

CHI EA °26, April 13-17, 2026, Barcelona, Spain

and group reflection around the core workshop themes. During
the workshop, we will introduce activities and topics through a
projected presentation and prompt cards, and use a Miro board as
the central tool to visualise and collate insights from all participant
activities. This board will serve both as a collaborative workspace
during the session and as a shared artefact afterwards.

To allow asynchronous engagement, the Miro board will remain
accessible after the workshop, so participants can revisit and re-
view the insights should they wish to carry these ideas forward
beyond the in-person session. We will create a Slack channel for
this workshop to facilitate communication before, during, and after
the workshop. All workshop materials, including activity prompts,
summaries, and outputs from the activities, will be shared on the
workshop website and through our Slack channel, allowing those
unable to attend the full workshop or those who need additional
time to reflect and share their input.

To ensure accessibility and inclusivity, we will provide automatic
live transcription of presentations and discussions within the work-
shop using Zoom. All workshop materials and prompt cards will
be made available in large-print and audio-friendly formats. The
Miro boards, workshop materials, and our website will comply with
accessibility standards/screen-reader requirements.

5 Workshop Activities
5.1 Pre-Workshop Plans

We will promote the workshop across multiple channels, including
social media, existing mailing lists and Slack servers of HCI confer-
ences/workshops, university networks, relevant research groups,
and upcoming HCI conferences. We will share the Call for Partici-
pation (Section 6) through these channels, aiming to invite a diverse
range of participants.

We will invite participants to submit a position paper in the form
of: (1) an essay (1-2 pages) stating their research background and
motivation for attending this workshop, or (2) a short / abridged
paper (2-4 pages excluding references) presenting research contri-
butions that align with one or more of the workshop topics. The
workshop organisers will review the submissions, selecting those
that can spark meaningful discussions, provide diverse perspec-
tives, and contribute to the workshop’s goals. We will focus on
inviting participants with relevant expertise in human-AlI inter-
action, cognitive biases, and trust calibration, and/or those from
related fields such as psychology, behavioural science, and Al sys-
tem design. In addition, we will qualitatively analyse submissions
to identify themes and participant expertise, so we can form com-
plementary participant groups that cover a range of disciplines,
research methods, and career stages for richer perspectives during
activities.

Two weeks prior to the workshop, we will invite all prospective
participants to join our Slack channel, where they can interact
with one another and the organisers. Participants will also receive
a short prompt pack with key bias clusters [2, 17], provocative
scenarios, and optional readings to familiarise themselves ahead
of the session. We will qualitatively analyse the position papers
and sort the participants into small working groups that feature a
mix of perspectives and disciplines.. These base groups will be used
for Activity-1 before we rotate participants into new mixed groups
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for subsequent activities to encourage cross-group exchange and
interaction. We will share, in advance via our Slack channel, how
groups will be formed and rotated (e.g., base groups for Activity-1
and remixed groups for subsequent activities), so that attendees
know what to expect and how they will interact with others during
the session.

5.2 Workshop Structure

The workshop will span 90 minutes and be structured around
key interactive sessions (see Table 1). Workshop organisers will
facilitate each activity to ensure engagement and a smooth flow.
Below is an outline of the workshop’s structure:

e Welcome and “Bias Bingo” (minutes 0-10): We will briefly
introduce the motivation and structure of the workshop, fram-
ing the challenge of trust calibration and cognitive biases in
human-AlI interaction. Participants will then take part in a quick
interactive icebreaker: “Bias Bingo,” a prompt-card-based activity
where participants match Al interaction scenarios with potential
cognitive biases (e.g., confirmation, availability, or automation
bias), to activate prior knowledge and introduce key concepts in
a playful way.
Activity 1 —Mapping Biases in Human-AI Interaction (min-
utes 10-30): In small groups (formed beforehand based on partic-
ipants’ submitted position papers to ensure a mix of perspectives
and disciplines), participants will be given fictional human-AI
interaction scenarios (e.g., healthcare decision support, LLM chat-
bots, traditional Al systems). Using colour-coded Miro templates
and artefacts, groups will map: which bias clusters are relevant
to this interaction context (e.g., “Need to Act Fast”, “Too Much
Information”), where in the interaction pipeline biases are most
likely to emerge, and how these biases could be envisioned to
cause over- or under-trust. Groups will share 1-2 key insights
back with the whole room.
Activity 2 — Design Interventions: Mitigating Biases and
Leveraging Heuristics (minutes 30-60): Participants will then
move into newly mixed groups (rotated from Activity-1 so each
new table combines different backgrounds and prior discussions)
and tackle new scenario prompts with a new lens: how can Al
systems and/or interfaces be designed to better support trust cal-
ibration without undermining user autonomy? They will draw
on insights from their own position papers, and/or choose from
a menu of design elements (e.g., nudges, delays, confidence cues,
transparency scaffolds, etc.), and/or brainstorm new interven-
tions. Groups will discuss how these interventions could mitigate
adverse effects or even leverage useful aspects of the identified
biases. Groups will also annotate their board with the trade-offs
or ethical tensions that become salient as they think deeply about
their interventions. They will add their outputs to our Miro board
to be synthesised later.

e Activity 3 — Methods and Future Research Directions (min-
utes 60-80): Groups will be reshuffled again, and will reflect
on the methods they have used in their own submissions (or
envision using) to study how cognitive biases impact trust. Re-
flective prompts include: “What is hard to observe or measure
about cognitive biases?”, “What have existing methods missed?”,
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Table 1: Proposed Workshop Schedule (90 minutes)

Duration Session

Pre-Workshop

- Participants introduce themselves in the workshop’s Slack channel and access pre-reading materials and a provocative prompt pack.

Workshop Session (90 min)

10 mins Welcome and “Bias Bingo” Icebreaker

20 mins Activity 1 — Mapping Biases in Human-Al Interaction

30 mins Activity 2 — Design Interventions: Mitigating or Leveraging Heuristics
20 mins Activity 3 — Methods and Future Research Directions

10 mins Collective Synthesis and Next Steps

Post-Workshop

- Post-Workshop: Gathered insights and results posted on the workshop website, initiating follow-ups/reflections.

“If resources were unlimited, what study would you design to un-
derstand this phenomenon?” Groups will post their critiques and
wish-list methods to the Miro board, which we will cluster in real
time to identify broader themes.

e Collective Synthesis and Next Steps (minutes 80-90): We
will close the workshop with a final plenary discussion where
we summarise key patterns, ideas, and tensions that emerged
from the group activities. This will explicitly surface connections
across groups so that insights can be shared beyond individual
tables. Participants, having spent the session immersed in map-
ping biases, debating interventions, and thinking about methods
to observe biases and their impact on trust calibration, will be
asked to post the most urgent open questions or research direc-
tions on a live board (e.g., PollEv) projected in the room. We will
conclude by encouraging participants to stay connected through
our Slack channel to promote ongoing engagement and collabo-
ration. Finally, an optional social event will follow, where we can
continue networking and extending our conversations beyond
the workshop.

5.3 Post-Workshop Plans

We have a three-part plan to ensure the continuation and amplifica-
tion of our workshop’s impact. First, we will maintain community
engagement through our dedicated Slack channel, enabling partic-
ipants to continue conversations, ask questions, share follow-up
work, foster collaborations around cognitive biases and Al trust
calibration, and seek mentorship from the senior members of the or-
ganising committee. Second, our workshop website will serve as an
archival repository, hosting all materials such as papers and essays,
workshop probes and prompt cards, Miro boards, and summaries
of discussions, providing a lasting resource for participants and
the broader community to return to. We will also share updates on
any follow-on activities (e.g., collaborative projects) initiated by the
community. Third, the organising team will collect and synthesise
the insights gathered across activities (bias mapping, generating
design interventions, methodological reflections, and the identifica-
tion of future research directions and important questions for the
field) into a collaboratively-written publication. Participants will
be asked, before the workshop commences, to indicate whether

they consent to the use of their workshop inputs (Miro boards,
PollEv responses) as research data for this synthesis. All consent-
ing participants will be acknowledged in the resulting publication.
In addition, participants will be given the option to join a post-
workshop writing group: those who opt in and make substantial
contributions to framing, analysis, and/or drafting or revising the
manuscript will be invited as co-authors, in line with common au-
thorship guidelines. Importantly, these options around data use,
acknowledgement, and potential co-authorship will be clearly com-
municated in pre-workshop materials and on our workshop website
so participants are informed and their contributions treated in a
transparent way. In the resulting publication, we will identify key
patterns, tensions, and open questions, offering the community a
shared foundation and agenda for advancing research on cognitive
biases and trust calibration in emerging Al systems.

6 Call For Participation

Calibrating trust in Al systems remains a persistent challenge: users
often struggle to decide when to accept or question Al recom-
mendations. Cognitive biases—systematic deviations from rational
judgement—play a significant role in these difficulties. As Al grows
more sophisticated with generative models and LLMs, these biases
may manifest in novel ways, influencing trust in ways we do not
yet fully understand. This workshop explores how cognitive biases
shape trust calibration in Al, and how they might be mitigated, or
even leveraged, to design more trustworthy and human-aligned
systems. We invite researchers and practitioners from HCI, human-
centred Al, cognitive psychology, and related fields to join our
90-minute, in-person workshop at CHI2026. The session will fea-
ture interactive activities where we collaboratively identify and
map biases in human—-Al interaction, brainstorm design strategies
and solutions, and reflect on challenges and tensions. Together,
we will identify pressing research directions and create a shared
agenda for advancing this space. To participate, please submit ei-
ther a motivation essay (1-2 pages) or an abridged short paper
(2—4 pages) surrounding one or more workshop themes: under-
standing and mapping biases in human-Al interaction, designing
strategies to mitigate adverse effects of biases or leverage useful
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heuristics, and methodologies or case studies for capturing bias-
driven trust dynamics. Page limits exclude references. Submissions
should follow the CHI Extended Abstract template, be submitted
via Google Forms https://forms.gle/8gCalTAffyNEyA2T9 and will
be reviewed based on quality and relevance. Accepted papers will
be published on our website with participants’ consent. We expect
25-35 participants and welcome diverse perspectives, including
those underrepresented in the HCI community. Members of the
organising team will attend the workshop. For more information,
please visit: https://chi-bias-trust.github.io/.

7 Expected Size of Attendance

We aim to invite around 25-35 participants (excluding organisers)
from co-authors of the accepted workshop submissions. We ex-
pect participants to be a good mix of senior and junior academics,
spanning diverse expertise (i.e., HCI, Al, cognitive science, and
psychology) and research methodologies (i.e., both quantitative
and qualitative). In addition, we will extend invitations to leading
researchers in human-AlI interaction and related fields to partici-
pate in our workshop and enrich the discussions by sharing their
perspectives during group activities.

8 Note About Past Workshops

This workshop builds on a series of prior workshops at CHI [14,
15], CSCW [5], and Dagstuhl [16], which examined the design of
technologies that support human cognition and decision-making
through the lens of cognitive biases. While these earlier work-
shops established the importance of recognising biases in decision-
making, this proposed workshop extends the conversation to the
specific and timely context of trust calibration in Al systems, partic-
ularly in light of emerging paradigms such as Generative Al and
LLMs. As a specialised extension, it represents the continuation
of an established HCI research agenda, while also advancing it to
proactively shape how cognitive biases are understood, mitigated,
and leveraged in the design of trustworthy Al systems.
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