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Figure 1: We investigated the human factors influencing susceptibility to confirmation bias in news feed reading and identified

the individual’s thinking styles, the strength of political beliefs, and the content’s perceived issue strength as key contributors.

Abstract

Individuals tend to apply preferences and beliefs as heuristics to

effectively sift through the sheer amount of information available

online. Such tendencies, however, often result in cognitive biases,

which can skew judgment and open doors for manipulation. In this

work, we investigate how individual and contextual factors lead to
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instances of confirmation bias when seeking, evaluating, and recall-

ing polarising information. We conducted a lab study, in which we

exposed participants to opinions on controversial issues through a

Twitter-like news feed. We found that low-effortful thinking, strong

political beliefs, and content conveying a strong issue amplify the

occurrences of confirmation bias, leading to skewed information

processing and recall. We discuss how the adverse effects of con-

firmation bias can be mitigated by taking bias-susceptibility into

account. Specifically, social media platforms could aim to reduce

strong expressions and integrate media literacy-building mecha-

nisms, as low-effortful thinking styles and strong political beliefs

render individuals especially susceptible to cognitive biases.
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1 Introduction

Given the sheer amount of information available online, individuals

apply cognitive biases as their “rule of thumb” to effectively skim

through this information [5]. However, cognitive biases often skew

our judgment and prompt us to give up analytical thinking [105].

These biases, therefore, can be harmful as they open doors for ma-

nipulation. Misinformation and conspiracy theories, for example,

tend to trigger our cognitive biases to create more engagement

about controversial, divisive issues that touch on people’s preexist-

ing beliefs (e.g., politics and human rights) [18, 35]. Social engineer-

ing attacks also try to tap into individuals’ cognitive biases to steer

their behaviours [14]. In the Cambridge Analytica scandal [10],

for example, people’s personal tendencies on social media were

(mis-)used to target their cognitive vulnerabilities and subsequently

sway their opinion-making all without their awareness.

When consuming online information, individuals often rely

on their existing preferences and beliefs as cognitive strategies

– shaped by their previous experience of the world [56, 141] – to

effectively process information presented to them. However, this

often results in cognitive biases, which prompt individuals to see

only what they want to see without carefully inspecting the content

piece [6, 117]: for instance, confirmation bias increases people’s ten-
dency to predominantly seek, interpret, and recall information that

aligns with their beliefs [96]; and cognitive dissonance leads to the

avoidance of information deemed incongruent to one’s beliefs [42].

These biases and tendencies can be triggered by the information

content that conveys an ideologically polarising issue and, more

importantly, can be amplified by algorithmic information curation,

which tends to optimise and cater predominantly to the users’ pref-

erences and beliefs, even when these may bemisinformed [7, 59, 80].

A variety of approaches has been proposed to mitigate cognitive

biases using behavioural interventions, such as nudging [17] or

boosting [93]. However, research has suggested that they are not

always effective [12, 114]. Specifically, there is no one-size-fits-all

solution for debiasing because a person’s reaction to debiasing

approaches is affected by a variety of individual and contextual fac-

tors [2, 49, 89, 110]. Moreover, research has highlighted individual

factors that dictate why some individuals might be particularly

susceptible to exhibiting cognitive biases while others are more

resistant. Research in psychology has suggested that individual

differences influence how people perform reasoning [127] and how

receptive they are to cognitive bias interventions [40, 89]. In the

realm of misinformation, studies [33, 104, 134] have shown that

individual differences in effortful thinking styles, assessed by the

Cognitive Reflection Test (CRT) [44], can predict an individual’s

susceptibility to misinformation. At the same time, people may

react to information stimuli differently, depending on the context

and situation of the interaction. Furthermore, there are contextual

factors, which describe the relationship between the user and the

triggers of cognitive biases. For example, an individual’s interest

and involvement in the topic have been shown to influence how

they interact with information [86, 87] and, more importantly, the

extent to which they are susceptible to cognitive biases [11, 146].

Moreover, several studies have suggested that attitude strength and

attention are essential in activating cognitive biases [1, 109].

By studying susceptibility factors for cognitive biases, we can

pave the way for designing more effective bias mitigation tech-

niques that adapt to individuals and interaction contexts. Yet, lim-

ited studies have investigated how these factors come into play

in human-computer interaction. In this research, we tackle the

question – “How do individual and contextual factors influence the
occurrences of cognitive biases ?” We assess the interplay of indi-

vidual and contextual factors that influence the manifestation of

cognitive biases and the degree to which how people are susceptible

to them when interacting with computing systems. To closer study

this, we operationalise confirmation bias, which presents a tendency
of people to rely on their attitudes and ideological beliefs when

seeking, interpreting, and recalling information [96, 99, 144]. Con-

firmation bias is one of the most prominent forms of cognitive bias

and is highly prevalent in information consumption [5, 61, 146]. We

conducted a user study that exposed participants to information on

controversial, divisive issues. We asked them to rank headlines ac-

cording to reading preference, read and recall a news feed, and eval-

uate the reliability of individual tweet-like information. Through

regression analyses, we examined the interaction effects between

confirmation bias, i.e., reliance on prior beliefs when evaluating

information, and bias susceptibility factors. Specifically, we inves-

tigated which and how individual and contextual factors might

amplify the effects of confirmation bias in three information con-

sumption scenarios: information-seeking intention, information

recall, and information interpretation.

We found that the tendency for effortful thinking, strong politi-

cal beliefs, and strong issue strength of the content (perceived by

the study participants) amplified the effects of confirmation bias

(Figure 1). Specifically, ideologically polarised information tended

to stand out more in people’s memories, especially when it con-

firms their ideological beliefs. Individuals holding strong political

beliefs tended to let their information consumption behaviours be

guided by their attitudes. In addition, we found that the design and

modality of the task influenced the occurrence of confirmation bias.

In summary, this work makes the following contributions:

(1) We present an empirical investigation into individual and

contextual factors that make users susceptible to falling for

their confirmation bias during information consumption.

(2) We provide a discussion of how interventions can be de-

signed to effectively mitigate the effects of confirmation bias

by taking into account the bias susceptibility factors based

on the characteristics of the users, the content, and the inter-

action between them. We also discuss ethical and practical

implications for media platforms when incorporating bias

susceptibility into intervention designs.

https://doi.org/10.1145/3706598.3713873
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2 Related Work

Our work is grounded in research on behavioural psychology in the

context of recent discussions in Human-Computer Interaction (HCI)

regarding the interplay of cognitive biases, computing systems, and

their users.

2.1 Cognitive Bias

In the 1950s, psychologist Herbert Simon proposed the concept of

bounded rationality – human rationality is inherently limited [121].

Given the complexity of the world and information present to them,

humans apply mental shortcuts or heuristics to make faster but less

deliberate decisions. Amos Tversky and Daniel Kahneman later

extended Simon’s concept of bounded rationality into the notion

of cognitive bias [141], where they laid out how mental shortcuts

systematically skew humans behaviours from the norm of rational

judgment without their awareness. Psychologists and behavioural

scientists have documented different forms of cognitive biases. For

example, anchoring bias presents a tendency where people rely

on the first piece of information they see [141], or availability bias

makes individuals rely on information that is mostly available to

them [140].

Subsequent research in psychology has augmented the original

definition of cognitive biases as features of the human mind to cope

with the complexity of the world. The prominent psychologist Gerd

Gigerenzer viewed that humans apply heuristics as cognitive strate-

gies to effectively make fast decisions [48]. Lieder et al. [88] argued

that cognitive biases are mechanisms that humans use to make

optimal decisions under their limited cognitive resources. From

the lens of evolution psychology, Haselton et al. [55, 56] suggested

cognitive biases are inherent mechanisms humans employ as part

of their survival and natural adaptation. More importantly, individ-

uals form heuristics or their “rules of thumb” based on the beliefs

and preferences they learned from past experiences of the world.

In the realm of online information consumption, users gener-

ally have cognitive biases as their inherent, unconscious cognitive

strategies for effectively skimming through the sheer volume of

information on their news feed and stopping at the news piece

of their interest. Different forms of cognitive biases, therefore, af-

fect how humans perceive and evaluate information. For example,

confirmation bias [96] and cognitive dissonance [42] prompt indi-

viduals to favour information that aligns with their beliefs and avoid

what is deemed incompatible. Others, like the continued influence

effect [83], make individuals stick to false information although

it has been retracted, while negativity bias [75] triggers stronger

attentional and emotional responses to information with a negative

affect. These cognitive biases become problematic as they enhance

the ability of misinformation to deceive people, be disseminated,

and persist in memory [6, 18, 117].

Recent discussions in HCI [12, 91] have brought attention to

the role of algorithms and recommendation systems in amplifying

cognitive biases in users. Different forms of cognitive bias prompt

users to seek and expose themselves to information favouring their

beliefs. At the same time, recommendation systems optimise on

and cater predominantly to the users’ preferences and beliefs [9],

resulting in amplifying their existing cognitive biases [7, 59, 80].

Without proper intervention, cognitive biases and recommender

algorithms together form a self-reinforcing loop, hinder users’ abil-

ity to make an informed decision, and make them vulnerable to

manipulation [3].

A growing body of work has explored how the adverse effects

of cognitive biases could be mitigated [12, 110]. Prior research has

investigated various debiasing techniques, such as nudging [17,

118, 137] (tapping into people’s cognitive biases to shift them to-

wards a desirable behaviour outcome), boosting [93, 111] (nurturing

people’s metacognitive skills), or decision-support systems [147]

(guiding users to make informed, optimal decisions). However, ef-

fectively mitigating cognitive biases is challenging, mainly because

some individuals are more susceptible to cognitive biases than oth-

ers [47, 91, 110]. In other words, no one-size-fits-all solution exists:

different individuals possess different mental models of interacting

with information [2, 49], and, therefore, factors that drive their

cognitive biases could be different. Limited research has explored

how user- and context-related characteristics come into play with

regard to cognitive biases in the context of social media. We review

these factors in the following sections, focusing on confirmation

bias.

2.2 Confirmation Bias

Confirmation bias presents a tendency to seek, interpret, and recall

evidence in a way that they are partial to beliefs, preferences, or

hypothesis in hand [96, 99, 148]. It is a long-established phenom-

enon in psychology [74] and one of the most prominent forms

of cognitive biases [38, 98]. In his seminal work, Nickerson [96]

demonstrated that confirmation bias occurs largely in humans’ ev-

eryday decision-making without their awareness, for example, the

tendency for people to make a hypothesis about number patterns

(i.e., number mysticism [148]), the tendency for doctors to find

evidence to support their medical diagnosis, or the tendency for

jurors to interpret ambiguous evidence pieces in favour of their

pre-existing beliefs.

Notably, confirmation bias overlaps with related phenomena in

psychology like motivated reasoning [73, 133]. While both emerge

from individuals’ reliance on the ideological congruence between

their beliefs and the information, each pursues a different scope.

Confirmation bias is primarily an unconscious cognitive mecha-

nism that reinforces one’s existing beliefs. Meanwhile, motivated

reasoning refers to a goal-driven tendency (e.g., to defend one’s

ideology or values [30]) to favour evidence that confirms one’s be-

liefs while rejecting information deemed unfit. The latter is broader

in scope as motivated reasoning can also be deliberately driven

by goals and emotions in the reasoning process, as well as sub-

consciously influenced by confirmation bias [54, 68]. While these

phenomena pursue different mechanisms, they both influence how

individuals seek, perceive, and recall information. In the realm of

information consumption, confirmation bias and motivated reason-

ing have been attributed to political polarisation [68, 133] and the

spread of misinformation [21], as well as giving rise to selective
exposure [46] (known as individuals’ tendency to expose themselves

to predominantly information that confirms their beliefs [43]).

In this paper, we investigate factors that influence how people

are susceptible to cognitive biases through the lenses of confirma-

tion bias. In conjunction, we operationalise (1) confirmation bias
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in the context of information consumption as when users rely on

the congruence between their beliefs and the ideological stance

of the content present to them on a news feed, and (2) user- and

interaction-context-related characteristics that influence how cog-

nitive biases manifest.

2.3 The Occurrences of Confirmation Bias in

Information Consumption

Confirmation bias exists in many stages of information consump-

tion: it prompts individuals to rely on their attitudes and beliefs,

affecting how they seek, perceive, and remember information they

encounter. The effects of confirmation bias, therefore, distort indi-

viduals’ psychological expression (e.g., perception [144], cognitive

load [119], and recall [45]), behavioural expression (e.g., clicks [134]
and attention [131]), or physiological expression (e.g., peripheral
and brain signals [11]). Following Vedejová and Čavojová [144], in

this work, we operationalise three scenarios where confirmation

bias can manifest: information-seeking intention, interpretation,

and memory recall. Next, we briefly review related works that

have investigated the effects of confirmation bias in each of the

information scenarios.

2.3.1 Information Seeking. Research has studied confirmation bias

in information seeking from the lenses of selective exposure [20,

43, 74]. Recent research in HCI has studied the same phenomenon

in the online context as users tend to exhibit information selec-

tion behaviours in favour of belief-congruent information [86, 106,

112, 134]. For example, Liao and Fu [86] and Pothirattanachaikul

et al. [106] showed that people clicked to read more predomi-

nantly content items that confirmed their beliefs. On the other

hand, Tanaka et al. [134] found that users tended to avoid clicking

on fact-checking messages that contradict their pre-existing beliefs.

2.3.2 Information Interpretation. Confirmation bias prompts in-

dividuals to evaluate congruent information differently from dis-

senting information. In psychology, Kobayashi [76] found that in-

dividuals tended to put more scrutiny on information against their

beliefs. Research in HCI has also studied how users are influenced

by their beliefs as a heuristic when evaluating information. van

Strien et al. [143] conducted an eye-tracking study and found that

individuals’ strong attitudes can skew how they evaluate the cred-

itability of information on the web. Allen et al. [4] showed that

Twitter Birdwatch users preferably challenge fact-checking con-

tent from those with whom they disagree politically. In another

example, Wischnewski et al. [149] found that individuals tended

to perceive Twitter profiles deemed incongruent to their beliefs as

bot accounts.

2.3.3 Information Recall. Based on the schema theory, schemas,
known as the knowledge structure, is built over time from expe-

riences and memories. A memory schema causes different pieces

of information to be remembered differently, thus, resulting in the

application of confirmation bias [31, 126]. A seminal study [92]

reporting on a car crash experiment suggested that the memory

of an event can be distorted by the perception of the details dur-

ing the actual event. A small number of studies, however, have

investigated how confirmation bias affects the recall of informa-

tion and produced mixed results. Some studies have suggested that

individuals better recall information that supports their attitudes

or beliefs [45, 50, 66, 95]. For example, Frost et al. [45] conducted

a study where participants were asked to recognise social media

posts. They found that the recognition memory for information

congruent with their viewpoints was better than that for dissenting

information. Meanwhile, some works have found opposite results.

For example, in their first study, Lescarret et al. [81] reported that

middle school students tended to recall better attitude-inconsistent

information, while there was no such effect in university students.

Other research suggested no difference in the recall ability for infor-

mation supporting or opposing one’s prior attitudes [62, 130, 144].

2.4 Influencing Factors for the Occurrence of

Cognitive Biases

2.4.1 Individual Factors. Research has pointed out several factors

governing individuals’ tendency to fall victim to cognitive biases.

One of the most prominent indicators is the individual difference

in effortful thinking styles. Cognitive biases are byproducts of us-
ing our intuitive, fast System 1 thinking instead of the deliberate

but slower System 2 thinking [39, 69]. Research has shown that

individual differences in effortful thinking styles correlate with the

occurrences of cognitive biases [128, 136, 145] and the discernment

of misinformation [8, 85, 104]. Some of the effortful thinking in-

dicators include the Cognitive Reflection Test (CRT) [44], which

measures one’s tendencies to use intuitive thinking over deliber-

ative thinking, the Need for Cognition Scale (NFC) [15], which

gauges the tendency to engage in effortful cognitive activities, and

the Bullshit Receptivity Scale (BRS) [102], which reflects the ability

to detect bullshit or statements with profound meaning. Recent re-

search in HCI has increasingly used these techniques to investigate

the relationship between such factors and how people interact with

information online [70, 134].

Moreover, political attitudes also affect individuals’ receptivity

to cognitive bias interventions. Research in psychology has shown

that individual differences in political ideology influence how they

process information [36, 120]. In addition, studies have shown that

people who leaned towards conservative beliefs were more likely

to exhibit less reflective thinking [25] and be more resistant to

misinformation correction than individuals on the liberal end of

the political spectrum [34, 35, 51]. Yet, recent research has argued

that this tendency did not hold exclusively for political conserva-

tives, as inclinations for liberal beliefs [37] or any of the political

extremes [142] render people susceptible to conspiracy thinking.

2.4.2 Contextual Factors. The occurrences of cognitive biases also
depend on the contextual relationship between the user and the

information. In one direction, an individual’s interest or involve-

ment with the information describes such relationships. This has

been highlighted as a moderating or amplifying factor for cogni-

tive biases in prior HCI studies [11, 86, 87, 146]. In behavioural

psychology, Richter et al. [108, 109] proposed the Two-Step Model

of Validation, which explains that individuals with relevant back-

ground knowledge tended to process conflicting information more

elaboratively. In other words, they may bypass the use of cognitive

biases towards a more balanced way of information processing.
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The information’s ability to amplify or trigger cognitive biases

explains the other end of this contextual relationship as well. Re-

search has pointed out its ability – e.g., strong language and slant

– to trigger people’s negative emotional responses [94] and atten-

tion [1, 115], thus, making them susceptible to believing and shar-

ing false information. Recent works in HCI have also highlighted

linguistic and sentimental features that prompt strong emotional re-

sponses and potentially trigger people’s mental shortcuts [123, 151].

2.5 Our Contributions

People adopt cognitive biases to effectively sift through a large

amount of information presented to them when they roam through

online platforms. This comes at a cost; cognitive biases prompt their

irrationality and make them vulnerable to manipulation. While it is

important to mitigate the adverse effects of cognitive biases, recent

research in HCI has suggested that bias mitigation is challenging

because cognitive biases manifest differently according to various

innate user characteristics and contexts of the interaction between

users, information, and systems. Our work contributes to HCI re-

search as we investigate the influence of individual and contextual

factors on cognitive bias susceptibility. We consider three relevant

scenarios of information consumption where confirmation bias

manifests: (1) information-seeking intention, (2) interpretation, and

(3) recall. Accordingly, we employ three representative tasks for

information consumption: (1) headline ranking, (2) individual tweet

evaluation, and (3) news feed-free recall. Based on our findings,

we shed light on implications for designers and media platforms

tailoring effective interventions that consider bias susceptibility in

users, information, and their interaction.

Additionally, this work contributes new knowledge to the liter-

ature by looking at the influence of bias susceptibility factors on

recall ability, on which there has been limited research. In addition,

to the best of our knowledge, our work is the first to assess the

effects of confirmation bias on memory recall using a delayed free
recall task, where participants are presented with a sequence of

tweet-like information and subsequently, after some delays, asked

to recall them in any order.

3 Methodology

We conducted a user study to explore indicators for susceptibility to

confirmation bias. Therefore, we exposed participants to a number

of tweets stating opinions on controversial topics. Subsequently,

they engaged in three tasks: ranking headlines, recalling tweets on

a news feed, and evaluating tweets.

3.1 Study Stimuli

During the experiment, we showed tweets containing only textual

information (i.e., no images) on three controversial, polarising top-

ics. Each tweet aligned with one end of the ideological spectrum,

i.e., supporting (pro) or opposing (con). We picked tweets concern-

ing the following topics: abortion rights, same-sex marriage, and
vegetarianism. All chosen topics have been widely debated glob-

ally with increasingly polarised viewpoints [23, 57, 101] and lend

themselves, therefore, well to our study.

We sourced all tweets from the ProCon.org website
1
, which

provides facts, opinions, and arguments on various controversial

topics on both ends of the ideological spectrum. For example, on the

abortion rights issue, the pro stance endorses the idea that abortion
should be legal. In contrast, the con stance supports the idea that

abortion should be prohibited. Table 2 shows pro-con ideology pairs

for each topic deployed in this study. In addition, we made sure all

tweets were in English and between 40 to 70 words in length to

resemble the standard 250-character tweets. Following the approach

in related works [11, 29, 112], we hypothesise that the tweets would

trigger participants’ confirmation biases by making them rely on

their pre-existing beliefs when assessing the information.

We gathered eight tweets on each of the three topics, consisting

of four pro and four con tweets. Each tweet was presented on the

screen with the same font, compact line spacing, alignment, column

width, colour text (black), and white background (see Figure 2, mid-

dle item). We deployed our stimuli and questionnaire on Qualtrics
2
.

We did not provide source information in our stimuli to separate

confounds such as source bias [135].

3.2 Study Design

3.2.1 Experimental Design. To study the effects of contextual and

individual factors on the occurrences of confirmation bias, we con-

ducted a study with a within-subject design. We measured the ef-

fects of confirmation bias (in three scenarios: information-seeking

intention, information recall ability, and information interpretation

ratings) and investigated the influence of the following predictors:

the ideological congruence score between the user and tweet, indi-

vidual factors (as measured by the Cognitive Reflection Test (CRT),

Need For Cognition scores (NFC), Bullshit Receptivity Scales (BRS),

and Wilson-Patterson Conservatism Scales (WPCS)), and contex-

tual factors (topic interest, and tweet perceived issue strength).

Table 1 summarises all predictor and measurement variables we

examined in this study. We determined the required sample size

(𝑁 = 42) by a priori power analysis using G*Power [41] with a

medium-to-large effect size 𝑓 2 = 0.25, power 1 − 𝛽 = 0.80, type I

error probability 𝛼 = 0.05, and two predictors.

3.2.2 Participants. We invited 42 participants (16 men, 25 women,

and one non-binary) through the university network to join the

study in our usability lab. All participants were native or fluent

speakers of the English language, and their mean age was 28.51

years (𝑆𝐷 = 8.52), with the minimum and maximum ages being

19 and 54 years old, respectively. Of 42 participants, 11 held a

postgraduate degree, 19 held a bachelor’s degree, and the remaining

12 participants had at least 12 years of education.

3.2.3 Procedure. The study took place in a quiet room in our insti-

tution’s usability lab. We first informed each participant about the

objective and procedure of the study and collected their written

consent. We seated participants before a screen and asked them

to adjust their seating to a comfortable position. Participants re-

sponded to a pre-study survey collecting information on individual

1
www.procon.org

2
www.qualtrics.com

www.procon.org
www.qualtrics.com
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Table 1: List of the examined predictor and measurement variables.

Variable Measure Scale

Predictor Variables Ideological Congruence

- Implicit Congruence (Cong_Imp) [77, 86] Ordinal (-7 to +7)

Individual Factors

- Cognitive Reflection Test score (CRT) [44] Count of correct responses (0 to 7)

- Need For Cognition scale (NFC) [15] Ordinal (5-Likert scale: 1 to 5)

- Bullshit Receptivity Scale (BRS) [102] Ordinal (5-Likert scale: 1 to 5)

- Wilson-Patterson Conservatism Scale (WPCS) [58] Count of conservative items (−27 to +27)

Contextual Factors

- Topic Interest (Interest) [63, 86] Ordinal (7-Likert scale: 1 to 7)

- Stimulus Perceived Issue Strength (Strength) Ordinal (5-Likert scale: 0.5 to 4.5)

Measurement Variables Information-Seeking Intention

- Headline Rank Position Ordinal (1 to 8)

Information Interpretation

- Information Interpretation scale [73, 144] Ordinal (5-Likert scale: 1 to 5)

Information Recall

- Recall Ability Score Ordinal (4-Likert scale: 0 to 3)

Table 2: Topics presented and their ideological ends.

Topic Pro stance Con stance

Vegetarianism People should become Vegetarian People should not become Vegetarian

Abortion Rights Abortion should be legal Abortion should be prohibited

Same-sex Marriage Same-sex marriage should be legal Same-sexmarriage should be prohibited

and contextual factors with their demographic information (see Sec-

tion 3.3.1), after which they were asked to complete the following

tasks:

(1) Ranking Headlines: Participants were presented with a

list of tweet headlines (eight per topic), each of which was a

one-sentence snippet of a tweet. The headlines were initially

presented in a random order. The participants had to reorder

the headlines from what they wanted to read the most (top,

first place) to what they wanted to read the least (bottom,

last place).

(2) Reading and Recalling Tweets: Subsequently, participants

were presented with a news feed of eight tweets in a ran-

dom order. They could scroll up and down to read each

tweet. Once they finished reading the tweets, participants

were asked to engage in an interruption task where they

had to solve seven summations (adding two single-digit

numbers). Inspired by previous studies that employed re-

call tasks [62, 125], the interruption task was introduced to

separate participants mentally from the tweets and to re-

set their working memory, as well as to serve as attention

checks. After that, participants responded to a free-recall

task, namely “please write down every viewpoint, aspect, and

detail that you can remember from the tweets you have just
read.” Participants were given a maximum of five minutes

to type in their responses using a keyboard. They were told

to ignore spelling and grammatical errors.

(3) Evaluating Individual Tweets: Lastly, participants were

again presented with the earlier shown tweets and asked to

rate the tweet according to the information interpretation

scales and how polarised it was (See Section 3.3.2). Each

tweet was presented with the in-study survey on the same

page. Once they finished the survey, participants could click

“Next” and proceed to the subsequent tweet.

We repeated all three tasks for each topic (abortion rights, same-

sex marriage, and vegetarianism) and incorporated eight tweets

(four pros and four cons) per topic. The presentation order of topics

was randomised, while the tasks were repeated in a fixed order. A

short break between each topic allowed participants to relax for

at least 15 seconds before proceeding to the next topic. Figure 2

visualises the procedure of our study.

Upon completion, we compensated each participant with a $20

electronic voucher for their time. The study took about an hour to

complete and was approved by the Human Research Ethics Com-

mittee of the University of Melbourne.
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Figure 2: Summary of the study procedure. For each topic, participants completed three tasks in the following order: Headline

Ranking, Reading and Recalling Tweets, and Individual Tweet Evaluation. Example screenshots of the tasks are shown below.

3.3 Surveys

3.3.1 Pre-study Survey. We gauged potential individual and con-

textual factors for cognitive biases through the pre-study survey,

which was administered after the participant provided informed

consent. The survey started with four tests: Cognitive Reflection

Test (CRT), Need For Cognition scores (NFC), Bullshit Re-

ceptivity Scales (BRS), andWilson-Patterson Conservatism

Scales (WPCS). We derived the 7-item version of CRT [122] con-

sisting of seven binary-choice questions gauging the participant’s

tendency to use System 1 over System 2 thinking. For each question,

there was one correct answer and one wrong answer. NFC consists

of questions asking participants to self-report their tendency to use

System 1 thinking on a 7-Likert Scale (1: extremely uncharacteristic

to 7: extremely characteristic) [15]. For the BRS, we followed the

approach in Pennycook et al. [102], presenting participants with a

list of 10 profound statements in English, asking them to rate how

profound they thought each statement was on a 5-Likert scale (1:

least profound and 5: most profound). Finally, for the WPCS, we

presented participants with 27 socio-economic policies and asked

them to indicate whether they agreed, disagreed, or felt neutral

with each policy. We opted for the scales by Henningham [58],

developed exclusively for our study population in Australia. The

number of liberal and conservative policies were counterbalanced,

and their presentation order was randomised. For each of the four

tests, the presentation order was randomised.

In addition, for each of the three topics, we asked participants to

rate how they felt about the following statements on a 7-Likert scale

(1: strongly disagree to 7: strongly agree): “this issue is related to my
core values,” “it is important to defend my point of view on this issue,”
“I am interested in learning about this issue,” and “I desire to know the
facts about this issue.” Following the approach in [63, 86], we took

the average of their four responses to measure the participants’

topic interest. We then measured participants’ ideological stance

on the topic in a self-report question and a word association test. In

the self-report question, we asked participants to rate their stance

on a continuous scale from 0 to 100 (0: strongly opposing to 100:

strongly supporting). In the word association test, participants

were presented with each topic name (i.e., abortion rights, same-

sex marriage, and vegetarianism) and asked to associate each of

them with five pairs of bipolar adjectives: unfavourable-favourable,
bad-good, unnecessary-necessary, harmful-beneficial, and unhealthy-
healthy. Following the same test deployed in prior studies [77, 86],

we asked participants to choose their stance on a 7-Likert scale (1:

negative adjective to 7: positive adjective).

3.3.2 In-study Survey. For each tweet presented, we gauged how

participants interpreted the tweet using the information interpre-

tation scales derived from Klaczynski [73]. We asked them to rate

the following statements on a 5-Likert scale (1: strongly disagree

to 5: strongly agree): “This tweet is reliable to me”, “This tweet is
clear to me”, and “This tweet makes sense to me”. In addition, we

asked participants to rate how polarised the tweet was according

to its expressed ideology. On a 10-Likert scale, we asked them to

rate whether the tweet supports the pro or con stances (1: strongly

supporting the con stance to 10: strongly supporting the pro stance).

3.4 Predictor Variables

3.4.1 Individual Factors. We derived the following individual fac-

tors: CRT, NFC, BRS, and WPCS. We calculated the CRT scores by

counting the number of correct responses. Higher CRT, therefore,

indicates a higher tendency for effortful thinking [44]. For NFC and

BRS, we averaged the internal question items, 6 for NFC and 10
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Table 3: Descriptive statistics (Mean, S.D., max, min) of the topic-wise ideological stances and contextual factors collected in our

study

Factors Abortion Rights Vegetarianism Same-sex Marriage

Stance_Imp M = 5.13, S.D. = 1.65, M = 3.42, S.D. = 1.64, M = 4.40, S.D. = 1.96,

(7-Likert scale: [1..7]) max = 7,min = 1 max = 6.25,min = 1 max = 7,min = 1

Stance_Exp M = 86.76, S.D. = 22.21, M = 52.05, S.D. = 21.17, M = 79.92, S.D. = 32.79,

(continuous: [0..100]) max = 100,min = 1 max = 100,min = 0 max = 100,min = 1

Interest M = 5.14, S.D. = 1.65, M = 3.42, S.D. = 1.65, M = 4.40, S.D. = 1.96,

(7-Likert scale: [1..7]) max = 7,min = 1 max = 6.25,min = 1 max = 7,min = 1

Strength (overall) M = 3.46, S.D. = 1.22, M = 3.20, S.D. = 1.31, M = 3.29, S.D. = 1.38,

(5-Likert scale: [0.5..4.5]) max = 4.5,min = 0.5 max = 4.5,min = 0.5 max = 4.5,min = 0.5

Strength (pro-tweet only) M = 3.46, S.D. = 1.23 M = 3.50, S.D. = 1.21 M = 2.87, S.D. = 1.43

max = 4.5, min = 0.5 max = 4.5, min = 0.5 max = 4.5, min = 0.5

Strength (con-tweet only) M = 3.47, S.D. = 1.22 M = 2.92, S.D. = 1.35 M = 3.73, S.D. = 1.18

max = 4.5, min = 0.5 max = 4.5, min = 0.5 max = 4.5, min = 0.5

for BRS. Cronbach’s alpha of 0.731 and 0.819 showed acceptable

and good consistency for NFC and BRS, respectively. Lastly, we

obtained WPCS from the sum of the agreeing responses to each

liberal policy and the disagreeing responses to each conservative

response. Thus, positive WPCS indicates a higher inclination to-

wards liberal ideologies, while negative WPCS indicates a higher

inclination towards conservative ideologies. The distributions of

each measure were as follows: CRT (M = 4.21, S.D. = 1.97,max =

7,min = 0), NFC (M = 3.56, S.D. = 0.42,max = 4.33,min = 2.50),

BRS (M = 3.17, S.D. = 0.77,max = 4.60,min = 1), and WPCS

(M = 9.33, S.D. = 6.32,max = 21,min = −5). We found that the

distribution of WPCS was skewed towards strong liberal ideologies.

The statistics suggest that 16 individuals scored above 10, 24 scored

between 1 and 10, and 2 scored between -5 and 0. This implies that

most of our participants held moderate liberal ideologies while the

lower end of our population implied those who held either neutral

or leaned slightly towards conservative ideologies.

3.4.2 Contextual Factors. We obtained the participants’ topic in-

terest levels, Interest, which showed good internal consistency

among the 4-item questions (Cronbach’s alpha = 0.87). In addi-

tion, we obtained the perceived issue strength score, Strength,

of each tweet evaluated by the participant by taking the unsigned

distance between the self-report tweet issue strength (TP: 10-Likert

scale, from 1: strongly opposing to 10: strongly supporting) and its

neutral absolute (score of 5.5), i.e., Strength = |TP − 5.5|. Table 3
summarises the statistics of the topic interest levels and the stimu-

lus perceived issue strength score for each topic reported by our

participants.

3.4.3 Ideological Stance and Congruence. We derived the partici-

pant’s ideological stance in two ways: implicit (Stance_Imp) col-

lected from the word association test (7-Likert scale), and explicit

(Stance_Exp) collected from a self-report question (continuous

from 0 to 100). The statistics of the implicit and explicit stances are

also shown in Table 3. We found that most of our participants rather

expressed pro attitudes for abortion rights and same-sex marriage

while showing neutral stances on the issue of vegetarianism.

Subsequently, we derived the ideological congruence score of

the user stimulus from the product of the ideological stances of the

user and the tweet. Denoting Stance(𝑇 ) as the ideological stance
of tweet 𝑇 (-1: supporting the con stance and +1: supporting the

pro stance), we calculated the explicit congruence (Cong_Exp) and

implicit congruence (Cong_Imp) between participant 𝑃 and tweet

𝑇 using the following equations.

Cong_Imp(𝑃,𝑇 ) = Stance_Imp(𝑃) × Stance(𝑇 )
Cong_Exp(𝑃,𝑇 ) = (Stance_Exp(𝑃) − 50) × Stance(𝑇 )

We cross-checked Cong_Imp with Cong_Exp and found a Pear-

son correlation of 0.946, indicating that they were highly correlated.

This ensures our internal validity as participants’ self-assessments

aligned with the implicit measures. Therefore, we report our analy-

sis using Cong_Imp, i.e., the implicit measure for ideological con-

gruence.

3.5 Measures

3.5.1 Information-Seeking Intention. We derived the order of each

tweet headline directly from the participant’s final ranking of eight

headlines. Each headline was labelled between 1 and 8, where 1

and 8 represented the most desirable headline to read and the least

desirable headline to read accordingly.

3.5.2 Information Recall. We assessed the recall ability from the

written, recalled responses in the free-recall task. In particular, we

rated how well the response matched the presented tweets. Two

researchers independently coded each recalled response according

to the content of each tweet mentioned. Subsequently, for each

matched tweet, they individually gave a rating for the richness of

the response on a 4-item Likert-style scale (0: little or no mention

of the tweet, 1: somewhat rich, 2: moderately rich, and 3: very

rich). In particular, we scored 3 for the recalled tweet if it stated

all aspects and details and closely resembled the original tweet.
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A score of 2 was given if the recalled tweet was incomplete but

featured more than one aspect or detail. A score of 1 was given

if the recall mentioned only one aspect of the original tweet. A

score of 0 was given if the tweet was not mentioned in the recalled

response. We achieved an inter-rater reliability (Cohen’s Kappa)

of 0.779, indicating good consistency between the two raters. In

summary, for each tweet, we derived a measure for the recall ability

as a floor average of the ratings from two raters, i.e., Rating(𝑇 ) =
⌊(Rating𝑅1 (𝑇 ) + Rating𝑅2 (𝑇 ))/2⌋.

3.5.3 Information Interpretation. Among the three information in-

terpretation rating items (5-Likert scale) collected in the individual

tweet evaluation task, a Cronbach’s alpha of 0.783 indicated accept-

able internal consistency across the three items. Therefore, we used

an average of the three items as our measure.

4 Results

Given that the derived measures are all ordinal data, we performed

mixed-effect ordinal regression analyses using the Cumulative

Linked Mixed Models (CLMM) [19] to assess the effect of the user-

stimulus ideological congruence and individual and contextual fac-

tors. Furthermore, we examined the interplay of individual and

contextual factors with the reliance on ideological congruence as a

heuristic for confirmation bias. To do so, we assessed the interaction

effects between the ideological congruence, Cong_Imp and one of

the individual or contextual factors in three scenarios that aimed at

stimulating confirmation bias [144]: headline ranking, news feed

free-recall, and individual tweet evaluation.

We performed the regression analyses to examine the main

and interaction effects between Cong_Imp and each of the pre-

dictors: (a) Interest, (b) CRT, (c) WPCS, (d) Strength, (e) NFC,

and (f) BRS. To avoid colinearity issues, we ran the regression

analysis separately for each measure and predictor. We also ac-

counted for random effects from participants and stimuli to reflect

our repeated-measure study design. Therefore, the formula for our

CLMM models is (measure ∼ 1 + cong_imp * predictor +
(1|participant_id) + (1|stimulus_id)). We standardised all

predictors before performing the regression analyses. From the data

collected, we discarded 29 observations (2.87%) due to data losses

(e.g., some participants left the experiment early, or the Qualtrics

survey did not successfully capture some of the participant’s re-

sponses). Nonetheless, our CLMMs are robust against missing data

through the maximum likelihood estimation.

Further, we looked into each interaction effect by performing

posthoc regression analyses using CLMM to compare the estimated

regression coefficient (𝛽) or the main effect size of ideological con-

gruence (Cong_Imp) between two different conditions of the inter-

action predictor variables, separated by its median value. Following

the approach in Clogg et al. [22], we then performed a two-sampled

Z-test to compare the regression coefficients (i.e., the main effect

size of Cong_Imp on the measurement variable) between two con-

ditions (High and Low). The formula for the Z statistic is denoted

in Equation 4, where 𝛽 , 𝜎 , and 𝑛 represent the estimated regression

coefficient (main effect size), the standard error, and the sample

size, respectively.

𝑍 =
𝛽
High

− 𝛽Low√︃
𝜎2
High

/𝑛
High

+ 𝜎2
Low

/𝑛Low

In this section, we present the results of the regression and

posthoc analyses, which reveal the relationships between the occur-

rences of confirmation bias and their influencing factors. Tables 4, 5,

and 6 show a brief summary of regression results for information-

seeking intention, recall, and interpretation, respectively. Table 7

depicts test statistics from the posthoc regression analyses and co-

efficient comparisons. We include the full regression tables in the

supplementary materials.

4.1 Information-Seeking Intention

4.1.1 Regression Analyses. We ran a mixed-effect ordinal regres-

sion with the ranking position of each tweet headline as the de-

pendent variable on the data collected from the headline ranking

task (Models 1a-1f). We found significant interaction effects of

Cong_Imp ×WPCS (𝑝 < 0.001, 𝛽 = 3.841, 𝑆.𝐸. = 0.801, 𝑍 = 4.798)

and Cong_Imp × Strength (𝑝 < 0.001, 𝛽 = 1.334, 𝑆.𝐸. = 0.581,

𝑍 = 2.295). We did not detect significant interaction effects of CRT,

NFC, BRS, and Interest with the implicit ideological congruence.

Table 4 summarises the regression results for headline rank position.

Figure 3a displays boxplots that illustrate the interaction effects of

Cong_Imp × Strength and Cong_Imp × WPCS with 𝑥-axes being

the interaction variables in two conditions, high (above or equal

median) and low (below median).

4.1.2 Posthoc Analyses. To closely examine the interaction effects,

we performed posthoc comparisons of regression coefficients. On

the interaction effect Cong_Imp × WPCS, we found that partici-

pants who held a relatively strong liberal ideology tended to rely

more on ideological congruence than those more moderately ori-

ented (𝑝 < 0.001, 𝑍 = 52.076; High WPCS: 𝑝 < 0.001, 𝛽 = 2.618,

𝑆.𝐸. = 0.431, 𝑍 = 6.073; Low WPCS: 𝑝 < 0.001, 𝛽 = 1.183,

𝑆.𝐸. = 0.436, 𝑍 = 2.711). Subsequently, posthoc analyses on the

interaction effect Cong_Imp × Strength suggested that partici-

pants relied on ideological congruence for headlines of ideologi-

cally strong tweets more than those of ideologically neutral tweets

(𝑝 < 0.001, 𝑍 = 40.968; High Strength: 𝑝 < 0.001, 𝛽 = 2.305,

𝑆.𝐸. = 0.408, 𝑍 = 5.698; Low Strength: 𝑝 < 0.001, 𝛽 = 1.196,

𝑆.𝐸. = 0.408, 𝑍 = 2.931).

4.2 Information Recall

4.2.1 Regression Analyses. We performed a mixed-effect ordinal re-

gression on the recall ability scores (Models 2a-2f).We only detected

significant interaction effects of Cong_Imp × CRT (𝑝 = 0.005, 𝛽 =

0.018, 𝑆 .𝐸. = 0.006, 𝑍 = 2.781). We did not detect significant in-

teraction effects of NFC, BRS, Interest, and Strength with the

implicit ideological congruence. Interestingly, we found a signifi-

cant main effect of the tweet’s issue strength on the recall ability

(𝑝 = 0.011, 𝛽 = 0.628, 𝑆 .𝐸. = 0.245, 𝑍 = 2.560). Specifically, we

found individuals tended to recall the tweet better if they perceived

it as ideologically stronger. Table 5 summarises the regression re-

sults for recall ability. Figure 3b illustrates the interaction effect of

Cong_Imp × CRT.



CHI ’25, April 26–May 01, 2025, Yokohama, Japan N. Boonprakong et al.

Low Strength High Strength

2

4

6

8

H
ea

di
ne

 R
an

k 
P

os
iti

on

Cong_Imp * Strength

Low WPCS High WPCS

Cong_Imp * WPCS

Ideological Congruence
Congruent
Neutral
Dissenting

(a) Interaction effects on the headline rank position. Posthoc regres-

sion analyses show that the effect of Cong_Imp on the headline rank

position in High Strength and High WPCS conditions are stronger

than those in Low Strength and Low WPCS, respectively.

(b) Interaction effects on the recall ability. Posthoc regression analy-

ses show that the effect of Cong_Imp on the recall ability is signifi-

cant in the Low CRT condition, but insignificant in the High CRT

condition.
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(c) Interaction effects on the information interpretation ratings. Posthoc regression analyses show that the effect of Cong_Imp on information

interpretation ratings in High Interest, High WPCS, and Low CRT conditions are stronger than those in Low Interest, LowWPCS, and High

CRT, respectively. The effect of Cong_Imp is significant in the High Strength condition, but insignificant in the Low Strength condition.

Figure 3: Interaction effects on (a) the headline rank position (Cong_Imp×Strength andCong_Imp×WPCS), (b) the recall ability

(Cong_Imp×CRT), and (c) the information interpretation ratings (Cong_Imp×CRT,Cong_Imp× Interest,Cong_Imp×WPCS,

and Cong_Imp × Strength). In each interaction plot, different levels of Cong_Imp are compared: congruent ([3..7]), neutral

([-2..+2]), and dissenting ([-7..-3]).

4.2.2 Posthoc Analyses. From posthoc comparisons of regression

coefficients, we found that individuals who scored lower on CRT

tended to show better recall of ideologically dissenting tweets than

congruent ones (Low CRT: 𝑝 = 0.022, 𝛽 = −0.8073, 𝑆.𝐸. = 0.354,

𝑍 = −2.280). For individuals with higher CRT scores, however, we

detected no significant linear relationship between the recall ability

and the implicit ideological congruence (High CRT: 𝑛.𝑠., 𝛽 = 0.367,

𝑆.𝐸. = 0.381, 𝑍 = 0.965).

4.3 Information Interpretation

4.3.1 Regression Analyses. We performed mixed effect ordinal re-

gression analyses on the information interpretation ratings (mod-

els 3a-3f). We found significant interaction effects of Cong_Imp

× CRT (𝑝 = 0.003, 𝛽 = −1.745, 𝑆.𝐸. = 0.5911, 𝑍 = −2.953),
Cong_Imp × WPCS (𝑝 < 0.001, 𝛽 = 5.581, 𝑆.𝐸. = 0.854, 𝑍 =

6.529), Cong_Imp × Interest (𝑝 < 0.001, 𝛽 = 2.4273, 𝑆.𝐸. = 0.730,

𝑍 = 3.324) and Cong_Imp × Strength (𝑝 < 0.001, 𝛽 = 4.930,

𝑆.𝐸. = 0.646, 𝑍 = 7.632). We found no significant interaction

effect of NFC and BRS with the implicit ideological congruence.

Table 6 summarises the regression results for information interpre-

tation. Figure 3c shows barplots visualising the interaction effects

of Cong_Imp × CRT, Cong_Imp × Interest, Cong_Imp ×WPCS

and Cong_Imp × Strength.

4.3.2 Posthoc Analyses. Posthoc comparisons revealed that, when

interpreting information, participants who held a rather extreme

ideology tended to rely on ideological congruence more than those

with somewhat nuanced ideology (𝑝 < 0.001, 𝑍 = 63.858; High

WPCS: 𝑝 < 0.001, 𝛽 = 3.778, 𝑆.𝐸. = 0.457, 𝑍 = 8.259; Low WPCS:

𝑝 < 0.001, 𝛽 = 1.910, 𝑆.𝐸. = 0.524, 𝑍 = 3.645). Individuals who

exhibited higher topic interest also relied on ideological congruence

more than those with lower interest levels (𝑝 < 0.001, 𝑍 = 65.942;

High Interest: 𝑝 < 0.001, 𝛽 = 3.302, 𝑆.𝐸. = 0.439, 𝑍 = 7.517; Low

Interest: 𝑝 < 0.001, 𝛽 = 1.450, 𝑆.𝐸. = 0.620, 𝑍 = 2.337). We found

individuals who scored lower on CRT tended to exhibit a stronger

effect size of ideological congruence than those who scored higher

(𝑝 < 0.001, 𝑍 = −4.055; High CRT: 𝑝 < 0.001, 𝛽 = 2.833, 𝑆.𝐸. =

0.442, 𝑍 = 6.399; Low CRT: 𝑝 < 0.001, 𝛽 = 2.955, 𝑆.𝐸. = 0.514,

𝑍 = 5.750). However, for the issue strength, we only detected a

significant effect size of Cong_Imp on information interpretation

the high Strength group (High Strength: 𝑝 < 0.001, 𝛽 = 3.894,

𝑆.𝐸. = 0.408, 𝑍 = 9.533), while the low Strength group showed

no significant linear relationship (Low Strength: 𝑛.𝑠., 𝛽 = 0.915,

𝑆.𝐸. = 0.547, 𝑍 = 1.673). In other words, we found that individuals

tended to rely on ideological congruence when interpreting tweets

with a strong ideological stance.
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Table 4: Summary of main and interaction effects between ideological congruence and bias susceptibility factors from the

ordinal mixed-effect regression analysis on headline ranking (DV: Rank Position). ∗∗ marks a significant effect.

DV: Rank Position Coef. (𝛽) S.E. 𝑍 𝑝-value

Cong_Imp 1.097 0.662 1.656 0.097

Interest −0.486 0.364 −1.335 0.182

Cong_Imp × Interest 1.110 0.637 1.743 0.081

Model Summary (1a) Log-Likelihood = −1979.60,AIC = 3983.19,Cond𝐻 = 1.9 × 10
3

Cong_Imp 2.438 0.427 5.702 < 0.001∗∗

CRT 0.356 0.343 1.040 0.299

Cong_Imp × CRT −0.672 0.558 −1.202 0.229

Model Summary (1b) Log-Likelihood = −1980.48,AIC = 3984.97,Cond𝐻 = 9.6 × 10
2

Cong_Imp 1.038 0.549 1.889 0.059

Strength −0.671 0.370 −1.814 0.070

Cong_Imp× Strength 1.334 0.581 2.295 0.022∗∗

Model Summary (1c) Log-Likelihood = −1920.42,AIC = 3864.84,Cond𝐻 = 1.5 × 10
3

Cong_Imp −0.652 0.665 −0.980 0.327

WPCS −1.822 0.469 −3.887 < 0.001∗∗

Cong_Imp ×WPCS 3.841 0.801 4.798 < 0.001∗∗

Model Summary (1d) Log-Likelihood = −1969.39,AIC = 3962.78,Cond𝐻 = 2.2 × 10
3

Cong_Imp 1.499 0.591 2.535 0.011∗∗

NFC −0.447 0.449 −0.995 0.320

Cong_Imp × NFC 0.893 0.738 1.210 0.226

Model Summary (1e) Log-Likelihood = −1980.48,AIC = 3984.96,Cond𝐻 = 1.9 × 10
3

Cong_Imp 2.332 0.505 4.614 < 0.001∗∗

BRS 0.138 0.442 0.314 0.753

Cong_Imp × BRS −0.425 0.714 −0.595 0.552

Model Summary (1f) Log-Likelihood = −1981.00,AIC = 3985.99,Cond𝐻 = 1.5 × 10
3

Table 5: Summary of main and interaction effects between ideological congruence and bias susceptibility factors from the

ordinal mixed-effect regression analysis on recall ability scores (DV: Recall Ability). ∗∗ marks a significant effect.

DV: Recall Ability Coef. (𝛽) S.E. 𝑍 𝑝-value

Cong_Imp 0.007 0.079 0.094 0.925

Interest 0.018 0.027 0.684 0.494

Cong_Imp × Interest −0.001 0.006 −0.203 0.839

Model Summary (2a) Log-Likelihood = −1012.46,AIC = 2040.93,Cond𝐻 = 9.7 × 10
4

Cong_Imp −0.076 0.034 −2.287 0.022∗∗

CRT 0.073 0.069 1.045 0.296

Cong_Imp × CRT 0.018 0.006 2.781 0.005∗∗

Model Summary (2b) Log-Likelihood = −1008.30,AIC = 2032.60,Cond𝐻 = 1.9 × 10
4

Cong_Imp −0.050 0.045 −1.121 0.262

Strength 0.628 0.245 2.560 0.011∗∗

Cong_Imp× Strength 0.054 0.049 1.111 0.266

Model Summary (2c) Log-Likelihood = −1008.59,AIC = 2033.19,Cond𝐻 = 7.7 × 10
2

Cong_Imp −0.018 0.040 −0.459 0.647

WPCS 0.035 0.021 1.675 0.093

Cong_Imp ×WPCS 8 × 10
−4

0.003 0.319 0.750

Model Summary (2d) Log-Likelihood = −1011.31,AIC = 2038.62,Cond𝐻 = 1.1 × 10
5

Cong_Imp −0.009 0.124 −0.078 0.938

NFC 0.028 0.055 0.513 0.608

Cong_Imp × NFC 7.638 × 10
−5

0.006 0.014 0.989

Model Summary (2e) Log-Likelihood = −1012.59,AIC = 2041.17,Cond𝐻 = 4.3 × 10
6

Cong_Imp 0.047 0.056 0.845 0.398

BRS 0.013 0.018 0.765 0.444

Cong_Imp × BRS −0.001 0.001 −1.080 0.280

Model Summary (2f) Log-Likelihood = −1011.84,AIC = 2039.69,Cond𝐻 = 2.4 × 10
6
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Table 6: Summary of main and interaction effects between ideological congruence and bias susceptibility factors from the

ordinal mixed-effect regression analysis on individual tweet interpretation (DV: Info. Interpretation). ∗∗ marks a significant

effect.

DV: Info. Interpretation Coef. (𝛽) S.E. 𝑍 𝑝-value

Cong_Imp 0.875 0.775 1.130 0.259

Interest −1.404 0.591 −2.376 0.018∗∗

Cong_Imp × Interest 2.427 0.730 3.324 < 0.001∗∗

Model Summary (3a) Log-Likelihood = −2098.41,AIC = 4230.82,Cond𝐻 = 4.2 × 10
3

Cong_Imp 4.106 0.498 8.244 < 0.001∗∗

CRT 1.317 0.593 2.223 0.026∗∗

Cong_Imp × CRT −1.745 0.591 −2.953 0.003∗∗

Model Summary (3b) Log-Likelihood = −2099.26,AIC = 4232.52,Cond𝐻 = 2.8 × 10
3

Cong_Imp −0.529 0.599 −0.885 0.376

Strength −2.104 0.410 −5.124 < 0.001∗∗

Cong_Imp× Strength 4.930 0.646 7.632 < 0.001∗∗

Model Summary (3c) Log-Likelihood = −2072.17,AIC = 4178.35,Cond𝐻 = 2.5 × 10
3

Cong_Imp −0.857 0.714 −1.201 0.229

WPCS −2.756 0.757 −3.642 < 0.001∗∗

Cong_Imp ×WPCS 5.581 0.854 6.529 < 0.001∗∗

Model Summary (3d) Log-Likelihood = −2082.53,AIC = 4199.05,Cond𝐻 = 4.5 × 10
3

Cong_Imp 2.745 0.676 4.062 < 0.001∗∗

NFC −0.357 0.776 −0.461 0.645

Cong_Imp × NFC 0.615 0.824 0.747 0.455

Model Summary (3e) Log-Likelihood = −2103.76,AIC = 4241.51,Cond𝐻 = 4.7 × 10
3

Cong_Imp 3.381 0.536 6.312 < 0.001∗∗

BRS 0.455 0.783 0.581 0.561

Cong_Imp × BRS −0.419 0.721 −0.581 0.561

Model Summary (3f) Log-Likelihood = −2103.81,AIC = 4241.62,Cond𝐻 = 4.3 × 10
3

Table 7: Summary of posthoc comparison statistics for each of the interaction effects on three measures (DV: Rank Position,

Recall Ability, and Information Interpretation). Inferential statistics for posthoc regression analyses (via CLMMs) and coefficient

comparisons (via two-sampled Z-tests) are shown on the left and right, respectively. 𝑁 represents the sample size, 𝑛𝑝𝑥 denotes

the number of participants included in the sample, and ∗∗ marks a significant effect.

DV Condition 𝑁 (𝑛𝑝𝑥 ) Coef. (𝛽) S.E. 𝑍 𝑝-value Coefficient Comparison

Rank Position Strength (High) 634 (41) 2.305 0.405 5.698 < 0.001∗∗ High > Low

Strength (Low) 345 (39) 1.196 0.408 2.931 0.003∗∗ 𝑍 = 40.968, 𝑝 < 0.001

Rank Position WPCS (High) 499 (21) 2.618 0.431 6.073 < 0.001∗∗ High > Low

WPCS (Low) 480 (20) 1.183 0.436 2.711 0.007∗∗ 𝑍 = 52.076, 𝑝 < 0.001

Recall Ability CRT (High) 648 (24) 0.367 0.380 0.965 0.335 Not applicable

CRT (Low) 331 (14) −0.807 0.354 −2.280 0.022∗∗

Info. Interpret. CRT (High) 648 (27) 2.833 0.442 6.399 < 0.001∗∗ Low > High

CRT (Low) 331 (14) 2.955 0.514 5.750 < 0.001∗∗ 𝑍 = −4.055, 𝑝 < 0.001

Info. Interpret. Strength (High) 634 (41) 3.894 0.408 9.533 < 0.001∗∗ Not Applicable

Strength (Low) 345 (39) 0.915 0.547 1.673 0.094

Info. Interpret. Interest (High) 499 (21) 3.302 0.439 7.517 < 0.001∗∗ High > Low

Interest (Low) 480 (20) 1.450 0.620 2.337 0.0194∗∗ 𝑍 = 65.942, 𝑝 < 0.001

Info. Interpret. WPCS (High) 499 (21) 3.778 0.457 8.259 < 0.001∗∗ High > Low

WPCS (Low) 480 (20) 1.910 0.524 3.645 < 0.001∗∗ 𝑍 = 63.858, 𝑝 < 0.001
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5 Discussion

In this study, we investigated the roles of different individual and

contextual factors in amplifying and moderating confirmation bi-

ases. Through three task scenarios where confirmation bias gen-

erally manifests, we exposed participants to tweet-like content

items that stated a strong opinion on controversial topics. With

the individual and contextual differences we collected in the study,

we found that the tendency for effortful thinking, strong politi-

cal beliefs, and the perceived issue strength of the tweet influence

the occurrences of confirmation bias. In the remainder of this sec-

tion, we discuss our findings in detail, followed by the practical

and ethical implications for designing and tailoring context-aware

interventions to effectively mitigate cognitive biases.

5.1 Amplifiers for Confirmation Bias

5.1.1 Content’s Perceived Issue Strength. We found that the per-

ceived tweet’s issue strength interacted with the effects of ideologi-

cal congruency on the information-seeking intention and informa-

tion interpretation ratings. In both tasks, the effect of ideological

congruency is significant when individuals interact with tweets

perceived as ideologically strong, with the headline ranking task

also showing that the effect of ideological congruency is stronger

when the participants perceived that the tweet’s issue strength was

stronger. This finding implies that content perceived as a strong

issue may be more likely to trigger confirmation bias. It also res-

onates with Zhao et al. [150], who suggested that users were more

likely to share online health articles with a strong opinion stance.

In addition, we found that individuals tended to recall better tweets

that were perceived as ideologically stronger. This finding aligns

with previous research on human memory [28, 72], showing that

people tend to remember better emotionally valenced stimuli than

neutral stimuli. Our results provide an empirical contribution to the

confirmation bias literature as we shed light on the role of content’s

perceived issue strength on memory recall.

5.1.2 Individual’s Political Attitudes. We found that a strong lean-

ing towards Liberalism, reflected through high WPCS scores in our

population, amplified the effects of confirmation bias on information-

seeking intention and information interpretation. Notably, individ-

uals with relatively strong liberal beliefs tended to rank higher (i.e.,
feel inclined to read the entire tweet) headlines of tweets deemed

congruent with their beliefs. They perceived it differently from

those ideologically dissenting. In other words, this suggests that

individuals with relatively strong political leanings may be more

susceptible to using mental shortcuts and cognitive biases. Prior

studies also support our findings; for example, Pennycook and Rand

[103], as well as Traberg and van der Linden [139], suggested that

political partisanship affects how individuals evaluate information

as they perceive news with politically opposing stances or sources

as less reliable. Therefore, our findings extend the prior literature:

we demonstrate that individuals with strong liberal leanings are

more susceptible to confirmation bias than those with neutral (or

moderate conservative) beliefs.

5.1.3 Individual’s Thinking Styles. Our results also highlighted that
individuals with a lower tendency for effortful thinking, i.e., those
who scored lower on the Cognitive Reflection Test (CRT), relied

significantly on ideological congruence when interpreting and re-

calling information. In the information interpretation scenario, we

found a stronger effect size of ideological congruence when com-

paring individuals who scored lower on CRT and those who scored

higher. Importantly, we found that the tendency for low effortful

thinking determined how information is recalled: individuals with

a lower effortful thinking tendency recalled better information

that opposed their beliefs. This aligns with findings from Greene

et al. [50], who reported that individuals with a lower effortful

thinking tendency, measured similarly through CRT, formed more

false memories than those with a higher tendency. However, our

results contrast with Strømsø et al. [130], who found that individu-

als who better recalled belief-inconsistent information tended to

score higher on CRT. While our work quantified the recall ability

on a 4-Likert scale, they measured recall using a binary construct

(i.e., whether the recalled response is consistent with the original

content or not). More research is needed to investigate the joint

role of effortful thinking and prior beliefs in information recall.

5.1.4 Task Design and Modality. When considering all scenarios

in conjunction, the factors we identified in this study amplify con-

firmation bias differently in each task. For example, while we found

that the tweet’s issue strength and the individual’s effortful thinking

tendency influence confirmation bias in information-seeking inten-

tion, the former did not show an interaction effect on recall ability.

Similarly, the individual’s topic interest only appeared as a suscep-

tibility factor of confirmation bias in the information interpretation

scenario. This finding, therefore, suggests that the interaction con-
text, i.e., the nature of the task, could be an influencing factor to bias

susceptibility. Similarly, Vedejová and Čavojová [144] investigated

confirmation bias across three scenarios (information seeking, in-

terpretation, and recall) but did not find an effect of confirmation

bias in information recall, in which the authors acknowledged that

the nature of the task deployed in the study could influence how

confirmation bias manifests. In the context of AI trust calibration,

Ha and Kim [53] showed that different modalities of interventions

(visual and textual explanation) could influence the effectiveness

of confirmation bias mitigation. In psychology, Jonas et al. [65]

suggested that the more natural setting of the information task

leads to a stronger biased information processing, and, therefore,

the choice of experimental design could influence (or confound)

the occurrences of confirmation bias. In this study, however, we did

not investigate the interaction effects between the contextual and

individual factors on confirmation bias (e.g., would effortful think-

ing tendency interact with the choice of task design?). Thus, we

call for future research to consider multiple factors in conjunction

when studying bias susceptibility.

5.2 Practical and Ethical Implications for

Context-Aware Intervention Design

Synthesising these insights, our results can help inform the design

of cognitive bias interventions by taking into account bias sus-

ceptibility factors, namely, the content’s perceived issue strength,

the user’s political leaning, and thinking styles. With ideologically

strong information amplifying confirmation bias, our findings sug-

gest platforms could target content items that tend to be perceived

by users as a strong stance. Consequently, platforms could soften
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the issue strength of social media content using linguistic mod-

els [78, 107, 138] to detect and adjust the content’s stance and

sentiment towards a more nuanced perspective to help safeguard

users from falling victim to their biases. It is worth noting that

users may perceive the same content differently, potentially seeing

it as stronger than intended by the content creator. On the other

hand, intervention designers could statistically model how users

perceive the issue strength of different expressions based on their

rating of the content – the same measure we employed in this study

(Strength) – and personalise interventions that adapt according to

the content’s tendency to be perceived as a firm stance. However, we

acknowledge that the strength-softening measure may be viewed as

a form of censorship and benevolent paternalism (i.e., limiting the

agency and controlling the content’s stance in the best interest of
the people). This concern is similar to the critiques about nudging

as it limits users’ autonomy over their decision-making [64, 132].

It may introduce novel production incentives as well as external-

ities [71] as content creators may divert from producing content

with the potential to be demoted on the platform. On the other

hand, we argue that platforms carefully consider their measures

while giving users the autonomy to decide which version of the

content – original or filtered – they would like to see.

Furthermore, platforms could specifically consider users’ indi-

vidual differences. Preventive interventions, such as psychological

inoculation [84], media literacy building [52], or imposing safe-

guarding mechanism [32, 82], could also be targetted to specific

user groups to train and fortify them against manipulation. The

abovementioned bias susceptibility factors can be inferred via users’

daily usage and interaction on social media platforms [100] or col-

lected via one-off questionnaires. Nevertheless, we note that with

the ability to identify individuals’ bias susceptibility, platforms

should leverage this data ethically not to amplify their users’ cogni-

tive biases. Importantly, by identifying biases, there is a risk of abuse

to reaffirm and influence people’s beliefs and decision-making. The

Cambridge Analytica scandal [16, 60] is a prominent example where

intimate knowledge about users’ psychological traits was used to

tailor targeted messaging to manipulate their opinion formation

and decision-making. Therefore, the ability to determine individ-

uals’ specific tendencies and bias susceptibility should be treated

with great caution. We envision that platforms could practically

provide transparency of the personalised interventions through

informed consent, giving users the awareness of what data are

being collected, as well as an explanation of how and why a certain

intervention is being tailored to them [152]. Users should always be

given the autonomy to review what interventions are being applied

to them, the potential impacts for them (e.g., this intervention may

subconsciously steer your news feed behaviour), and the ability to

opt-out. We also acknowledge that data protection laws (for exam-

ple, European Union’s GDPR
3
) may restrict the ability to collect

sensitive data which are used to inform personalised interventions.

In summary, our work paves the way towards context-aware
interventions which adapt to the user and interaction context. The
literature clearly indicates that there is no one-size-fits-all approach

to mitigating cognitive biases because these cognitive tendencies

manifest differently depending on the context of users, systems,

3
https://gdpr-info.eu/issues/personal-data/

and their interactions [2, 91, 110]. Cresci et al. [24] also argued that

interventions could be shifted from a platform-centred approach

to a personalised manner through user and context modelling. By

extending the notion of context-awareness [116], we can develop

computing systems that personalise not only to one’s cognitive

biases but, at the same time, mitigate their adverse effects using

the same characteristics deduced from users’ interaction data [97].

Nonetheless, it is unclear how effective personalised, context-aware

interventions would be. Rieger et al. [113] investigated the effect

of cognitive reflection style (collected through CRT) on the effec-

tiveness of nudging and boosting interventions. While they did not

find a significant effect, the authors argued that the effect might

have been moderated by other individual and contextual factors. In

line with their work, we envision that future research evaluates the

effectiveness of personalised cognitive bias interventions across

different populations, contexts, and task designs.

5.3 Limitations

There are several limitations to our study. First, the distribution

of WPCS indicated that most of our participants reported strong

liberal ideologies, while those who held conservative beliefs were

small in number. This is a common phenomenon when recruiting

study participants, especially from a university campus [90]. This

population also tends to have higher education levels and more

developed critical thinking abilities, as shown in our study partic-

ipants’ demographics and distribution of CRT scores. While the

finding indicates that the tendency for political beliefs was an in-

fluencing factor of confirmation biases, it only gives a one-sided

picture as we could only draw a comparison between strong lib-

erals on one end and neutrals or moderate conservatives on the

other end. The literature suggests that individuals with conserva-

tive beliefs could be more susceptible to misinformation and to

using mental shortcuts [34, 51, 67]. Meanwhile, Ditto et al. [27] and

Enders et al. [37] argued that, in the US political context, liberals

are not less susceptible than conservatives. Therefore, collecting

more participant samples from the conservative end would give a

more complete picture of bias susceptibility, allowing a better gen-

eralisability of our findings. We also acknowledge that the number

of participants in this study is limited due to its in-person setting.

While our sample size (N = 42) is properly powered, we suggest

future works could replicate our study through online experiments

and recruit a larger, more heterogeneous set of participants.

We deployed our stimuli and tasks on Qualtrics. We acknowl-

edge that it may not represent realistic information consumption

scenarios on social media, which may consist of source cues, visual

information, and social interaction with other users. Nevertheless,

our main focus is on how the information is processed and how in-

dividual and contextual factors influence confirmation bias in such

activities. Qualtrics, therefore, allowed us to separate confounds

and closer study factors for bias susceptibility. We envision that

future research further investigates bias susceptibility in higher

fidelity settings, resembling real-world information consumption

scenarios, while accounting for potential confounds, such as the

effects of source bias and the coherence between prior beliefs and

the information [135].

https://gdpr-info.eu/issues/personal-data/
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We employed self-report questionnaires to gauge the tweet’s

perceived issue strength (Strength). This measure may be prone

to subjectivity and, therefore, may not offer the best indicator for

content’s strong stance as applied in context-aware interventions.

We recommend that future research consider using a crowd of

people (that represent diverse political inclinations) to determine

the issue strength of the media content.

Moreover, the recall responses and ability scores may be prone to

noise. While we instructed participants to write down everything

they could remember about the tweets, each participant approached

this task differently. For example, some participants reported that

they tried to summarise and elaborate the tweets into pro and con
sides. At the same time, some listed the details of each tweet they

remembered. Because the task did not restrict what the participants

could write down, the richness of the recall responses depended on

the participant’s discretion. Some participants provided extensive

recall, while some wrote only the critical aspects of each tweet.

In future work, we suggest that free-recall measures could be ac-

companied by cued recall, e.g., asking participants multiple-choice

questions about the tweets or recognition tasks, where participants

are asked to label items they remember.

Lastly, we used the word association test to gauge participants’

ideological stances. Although it showed a strong correlation with

the explicit self-assessment stance, Cong_Exp, our implicit mea-

sure may be prone to the same self-presentation [129], preference

falsification issues [79], and partisan bias [13]. We suggest that

future research consider measurements that better separate out

these confounds, for example, the implicit association test [26, 124],

to capture the nuanced strength of ideological stance and political

concordances.

6 Conclusion

Cognitive biases offer useful heuristics that allow us to sift through

the sheer amounts of online information quickly and effectively. At

the same time, this comes at the cost of undermining the quality

of our decision-making. Cognitive biases tend to be difficult to be

effectively mitigated. People seem to be susceptible to acting on

their biases to different degrees. In this work, we shed light on the

influencing role of individual and contextual factors of cognitive

biases in three scenarios: information-seeking intention, recall, and

interpretation – three tasks commonly found when sifting through

information online. Specifically, we investigated how these factors

amplify confirmation bias – the reliance on prior beliefs – when

exposed to ideologically polarised content. We found that the in-

dividual’s strong political beliefs, low-effortful thinking tendency,

and interest in the issue, as well as the content’s perceived firm

stance and the nature of the interaction with information, render

users especially susceptible to confirmation bias. These insights

pave the way towards more targeted safeguarding mechanisms and

designing more effective, context-aware intervention systems that

consider individual and contextual differences to mitigate cogni-

tive biases, keep people safe online, and support more informed

decision-making. Our findings inform measures on social media

platforms to (1) reduce language that tends to be perceived as emo-

tional or firm expressions and (2) target preventive interventions,

such as safeguarding and media literacy-building mechanisms, on

users with tendencies for low-effortful thinking and strong political

beliefs. At the same time, designers should take these characteris-

tics with great care and transparency, as they could open doors for

paternalism and manipulation.
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